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Abstract
This paper addresses the question of how to introduce basic artificial intelligence (AI) literacy skills to learners in higher education. It proposes that a feasible approach is to integrate AI literacy components into existing media and information literacy (MIL) programmes. The paper discusses elements of intersection between the two literacies, such as search techniques, evaluation, and responsible use of information. The author posits that the MIL curriculum needs to be updated by enhancing the intersecting elements and adding new concepts such as AI algorithm literacy, data literacy, AI ethics, and limitations of AI technologies. The author argues that libraries are best poised to take on the role of delivering basic AI literacy. To this end, MIL frameworks need to be reviewed, and librarians will be required to obtain additional skills through AI courses, workshops, and participation in communities of practice. Pioneering libraries such as the FIU Libraries (comprising the Green Library and Hubert Library) in Florida, US, and Massachusetts Library Systems are demonstrating that libraries have the capacity to deliver basic AI literacy to higher education learners. The author has analysed existing attempts at mapping AI literacy to the ACRL Framework for Information Literacy for Higher Education and built on these initiatives by mapping suggested new AI literacy-related knowledge practices and dispositions to the relevant frames of the framework. The paper concludes by making a clarion call to librarians to rise to the occasion and revamp existing MIL programs to include basic AI literacy.
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1. Introduction
Artificial intelligence (AI) literacy has become a fundamental pillar in education. Future professionals will have to interact with AI technologies daily because the technologies have become an integral part of every industry (Fourtané, 2023). AI is used to simulate human intelligence via machines, which are programmed to think and learn like humans and to perform tasks that normally require human intelligence (Chita et al., 2023). In the realm of the information ecosystem, the technology influences how individuals locate and retrieve information, evaluate and create content, bringing a new dimension to what it means to be media and information-literate (A. M. Cox & Mazumdar, 2022). It is therefore critical for the general population to have basic AI literacy competencies (Kong et al., 2021). In particular, AI literacy skills must be incorporated into university curriculums to prepare students in all disciplines for in-demand graduate-level jobs (Fourtané, 2023). To achieve this goal, many universities have implemented strategies for introducing AI literacy. However, many of these initiatives focus on the technical aspects of AI and are domiciled in technical departments (Hornberger et al., 2023; Southworth et al., 2023). 

The author posits that integrating AI literacy into the existing media and information literacy (MIL) curriculum is a viable route for fast-tracking the uptake of basic AI literacy by higher education learners. Indeed, there is a need to continuously review MIL to address new and emerging requirements in the information ecosystem because technologies and the literacies associated with their use are constantly evolving (Livingstone et al., 2008; Tuazon, n.d.). MIL brings together “information literacy and media literacy, and, more recently, has been described as a composite concept or an “ecosystem” consisting of additional elements such as news literacy, ICT literacy, digital literacy, films/cinema literacy, advertising literacy, and library literacy” (UNESCO Myanmar Project Office, 2020, p. 4). With the emergence of AI, the associated literacy needs to be mapped into the ecosystem. To this end, MIL frameworks require revamping and review. One of the frameworks that has shown the feasibility of the integration of AI literacy and MIL is the ACRL Framework for Information Literacy for Higher Education (James & Filgo, 2023; Coates & Garner, 2024; FIU Libraries, 2024). The author has referenced it in concurrence with the observation that there is no discernible distinction between information literacy (IL) and MIL (Livingstone et al., 2008; Rosenbaum et al., 2021).

1.2 Definition of AI literacy
There is currently no universally accepted definition of AI literacy. However, the most commonly cited definition refers to AI literacy as “a set of competencies that enables individuals to evaluate AI technologies critically; communicate and collaborate effectively with AI; and use AI as a tool online, at home, and in the workplace” (Long & Magerko, 2020, p. 2). Other skill sets included in AI literacy are the ability to understand the basics of how AI works, the ability to use AI ethically, and the ability to make informed decisions about using AI technologies (Hennig, 2023). An AI-literate person is one who can understand, use, monitor, and critically reflect on AI applications without necessarily being able to develop AI models (Fourtané, 2023).

2. Literature review
2.1 Approaches to introducing AI literacy in higher education
Although several approaches for introducing AI literacy have been proposed, there is still no globally accepted approach or even consensus on what an AI curriculum entails. It has been suggested that AI literacy courses should be interdisciplinary and woven into the existing curriculum (Walter, 2024). McCoy et al. (2020) advocate for a dual approach where AI literacies are added to baseline curricula and extracurricular programmes are used to build onto AI literacy foundations. In this case, educators in the discipline would need to build capacity in AI and deliver discipline-targeted content to learners. Other institutions have adopted decentralised, digitally available instructional courses or learning materials such as the AI Campus (2024), a learning platform for AI. Miao et al. (2021) propose that AI literacy should be integrated with existing foundational skills to prevent overloading the curricula. The choice of the programme best suited for the integration would be informed by, among other considerations, the assessment of how well-established the programme is.
 
2.2 The intersection of MIL and AI literacy
MIL is a set of knowledge, skills, attitudes, competencies, and practices that allow one to effectively access, analyse, critically evaluate, interpret, use, create, and disseminate information and media products with the use of existing means and tools creatively, legally, and ethically (Shnurenko et al., 2020). Some of the points at which MIL and AI literacies intersect include but are not limited to search techniques, evaluation and responsible use of information (Scott-Branch et al., 2023). The shared elements of AI literacy and MIL provide foundational blocks for an integrated MIL-AI literacy curriculum. 

2.2.1 Search techniques and prompt engineering 
MIL equips learners with skills for crafting search queries and evaluating the output. Anecdotally, people tend to search for information from a large language model (LLM) in a manner similar to how they seek information from a search engine like Google (Lund, 2023). Through MIL, instructional librarians teach students that their search queries will impact the output and the value of evaluating the quality of the output. Similarly, in an AI environment, the same skills can be mapped to quality prompts that are a result of careful, strategic, and detailed crafting of inputs to elicit desired responses or behaviours from AI systems (prompt engineering) followed by evaluation of the output (Lund, 2023). Prompt engineering, a relatively new discipline for developing and optimising prompts to efficiently apply and build with LLMs (DAIR.AI, 2024) is highlighted as a key component in any AI literacy program (Walter, 2024). 
However, a key difference in the outputs of the queries is that generative AI tools like ChatGPT provide an expert explanation of a topic or answers without the user having to scroll through dozens of responses (C. Cox & Tzoc, 2023). The prompt helps set the tone, style, and direction of the output (Ramlochan, 2023). The important role played by prompts is demonstrated by Anthropic’s launch of a Prompt Library that has archived optimised prompts that users can draw from for use in different settings (Anthropic, 2024). Anthropic is an AI safety and research company. It is important to note that no discipline or profession has claimed the responsibility of educating users on prompt engineering skills. Librarians can therefore seize the opportunity and merge prompt engineering skills with the information search skills component of MIL content. This will entail assisting learners with tips and techniques about how to ask AI systems the right questions to obtain the best output. However, like any other search results, learners must evaluate the content generated.  

2.2.2 Evaluation of AI-generated content
Libraries have been at the forefront of championing the cause of guiding users in their search for relevant and reputable information (Adetayo & Oyeniyi, 2023). AI technologies have heightened the need for skills needed to evaluate information. In the context of an AI environment, MIL learning outcomes include the ability to assess, analyse, compare, and evaluate content; identify and debunk conspiracy theories, and critically evaluate information providers for authenticity, authority, credibility, and current purposes (UNESCO, 2019). In particular, AI LLMs generate output based on patterns and language associations. The absence of critical thinking, human insight, and thoughtful reasoning in the process may lead to AI hallucinations, a phenomenon in which generated information appears realistic, coherent, and fluent but does not correspond to any real-world context (Alkaiss & McFarlane, 2023). Additionally, the models may inherit biases present in their training data (Ray, 2023). Generative AI models are also prone to groupthink bias by generating content that reflects the consensus views found in their training data (Shnurenko et al., 2020). This can limit the diversity of perspectives and hinder the exploration of alternative or dissenting viewpoints. Updated MIL content would equip learners with skills and knowledge to critically analyse the generated content based on factors such as degree of authority and possibility of bias.

2.2.3 Responsible use of AI tools
The responsible use of information sources is a common denominator in both MIL and AI literacy. However, AI technologies have increased this concern. Specifically, there is increased concern about academic integrity, academic misconduct, and plagiarism (Sabzalieva & Valentini, 2023). The use of AI tools does not constitute plagiarism per se. The parameters for determining whether academic integrity requirements have been breached include considerations such as transparency where AI tools have been used and whether the use is consistent with the academic integrity principles and policies of the respective institution (Perkins, 2023). In this regard, an upgraded MIL program would guide higher education learners on the legitimate use of AI tools. It is, for example, important to note that AI tools should not replace human intelligence (Scott-Branch et al., 2023). One way to accomplish this is to emphasise that only tasks that have previously been performed by human research assistants may legitimately be outsourced to the tools. The tasks may include support in accessing relevant literature, data entry and formatting, writing assistance, and suggestions for phrasing, tone, and style (Kooli, 2023). Other legitimate roles that AI tools perform include the use of an AI tool as “a possibility engine to generate ideas, as a personal tutor to offer feedback, as a co-designer to assist with the design process, as a study buddy for reflection and learning, as a motivator to help extend knowledge” (Sabzalieva & Valentini, 2023, p. 9). The researcher retains the ultimate responsibility for the content and quality of academic papers.

3. What AI literacy components should be enhanced or added to MIL frameworks?
Despite the overlapping MIL and AI literacies, MIL programmes require enhancement of the elements of intersection such as data literacy, AI ethics, and limitations of AI technologies; as well as introduction of relatively new content such as algorithm literacy (AL). It is, however, important to note that the issue of what content should be covered under AI literacy has not been conclusively determined (Laupichler et al., 2022).

3.1 AI Algorithm literacy
Algorithms are the foundation of AI. They are computer codes designed and written by humans, carrying instructions to translate data into information or outputs (United Nations General Assembly, 2018). Algorithm literacy (AL) refers to the competency to understand the features of AI algorithms, how they function, and the consequences of their use. Algorithm literacy also means the capacity to critically evaluate the ethics of principles used to determine the acceptability of using related applications (Rusanen, 2021). The literacy includes an understanding of the elements of the algorithm, types of the algorithms, and application of the algorithms such as in information retrieval and generation, a recommendation based on user's habits, and ranking of results (Elastic Platform Team, 2024; Frau-Meigs, 2024). Because AI search algorithms are the core of processing queries and generating optimal solutions to the queries, Frau-Meigs (2024) proposes that algorithm literacy can be considered a subset of MIL. The author concurs with the view to the extent that AL is an indispensable component of MIL but proposes that it would be more practical to treat it as one of the components of AI literacy. This approach would give context to the AL. The literacy can also be added to the twelve elements of MIL that were identified by participants of a workshop that was organised by the UNESCO Myanmar Office. They include “media literacy, social media literacy, information literacy, news literacy, digital literacy, internet literacy, computer literacy, library literacy, cinema literacy, archival literacy, advertising literacy, and freedom of expression/freedom of information literacy” (UNESCO Myanmar Project Office, 2020, p. 24). The participants were working towards a MIL competency framework.

3.2 Data literacy
Data has been described as the lifeblood that fuels AI algorithms enabling them to learn, adapt, and make decisions (Sehgal, 2023). Data has therefore increasingly become an important asset. A previous study posited that data literacy is as important as MIL (Prado & Marzal, 2013). Data literacy equips users with skills for creating, maintaining, and securing quality data and data sanitation (Alzubaidi et al., 2023). In an AI context, data literacy equips learners with the understanding that the quality of the data used in AI systems determines the degree of accuracy and validity of the output (Digital Curation Centre et al., 2020). The understanding disposes AI literate learners to be sceptical about AI-generated content and therefore critically evaluate it. Usova and Laws (2021) have made a convincing case for these skills to be offered within the MIL curriculum. The integration of MIL and AI literacy should address and build on content that covers issues such as the rights of data owners, the intellectual property rights of generated images and codes (Miao, 2023), and data governance and privacy (European Commission, 2019).

3.3 Ethical considerations of AI
The advancement of AI has intensified information-related ethical concerns. The development of AI literacy is key to addressing the concerns and making meaningful use of AI in higher education. Although there is no common definition of AI ethics (USAID, 2023), the concept can be unpacked as covering elements such as copyright, attribution, plagiarism, and authorship when AI produces academic text (Liebrenz et al., 2023), all of which fall within the purview of MIL. When generative AI models such as ChatGPT contribute to the generation of research ideas, hypotheses, and even written content, the boundaries of intellectual property rights and authorship attribution are blurred. Other key AI-related ethical considerations that can be integrated into MIL content include transparency and accountability, bias, fairness, and explainability of the AI models (Ray, 2023). Several guidelines have been developed to clarify and mitigate the myriad range of ethical issues. An example is the OECD guidelines, which provide a list of overarching principles and policy recommendations geared toward designing and running AI systems in a way that prioritises people’s best interests and ensures that designers and operators are held accountable for their proper functioning (OECD 2019). Such guidelines can provide direction for the updating and alignment of MIL content regarding ethical issues. 

3.4 Limitations of AI
To optimise the power of AI technologies, higher education learners must be aware of the limitations of technology. For example, generative AI systems do not understand real-world contexts that underpin language and therefore cannot provide new ideas or solutions to real-world problems (Miao, 2023). Their lack of contextual comprehension compromises the reliability and accuracy of the data they produce (Megahed et al., 2024). It is also difficult to understand the logic they apply in generating content. This has led to widespread concerns in academia and society at large (Li et al., 2023; Miao, 2023). Therefore, an enhanced MIL curriculum should equip higher education learners with critical analytical skills to identify and mitigate inaccuracies and biases in AI-generated content.

4. Expert opinion
4.1 AI literacy as a subset of MIL
The author concurs with the recommendation of Miao et al. (2021) for the integration of AI literacy with existing foundational skills such as MIL. MIL is not only one of the most well-established and well-defined forms of literacy but it also offers many elements of integration with AI literacy (Scott-Branch et al., 2023). Furthermore, AI literacy still lacks pedagogical designs based on outlines of skills that students should acquire (Laupichler et al., 2022). However, based on the definition of MIL adopted in this paper, AI literacies can be treated as a subset of MIL by integrating the concepts into existing MIL content. Higher education institutions can therefore leverage existing MIL frameworks and progressively update them by infusing them with AI literacy components.

4.2 Review of MIL frameworks
To attain the integration of basic AI literacy into MIL, MIL frameworks need an urgent review and upgrade. Although the frameworks have been found to be slow in responding to the rapidly changing information ecosystem, Tiernan et al. (2023) recommend that developers retire the “report-style” nature of frameworks in favour of online frameworks that are maintained rather than published. This would allow for faster and easier updates in the form of, for example, annotations and links to sections affected by AI and any other development. Related to responsiveness, the 2015 ACRL Framework for Information Literacy for Higher Education has been described as flexible in accommodating new technologies (James & Filgo, 2023). Leveraging the flexibility and customisable approach of the framework, the FIU libraries comprising the Green Library and Hubert Library have developed a LibGuide that explores the integration of generative AI with the framework (FIU Libraries, 2024). The ACRL framework consists of six threshold concepts. These are scholarship as conversation, research as inquiry, information creation as process, authority is constructed and contextual, searching as strategic exploration, and information has value (ACRL, 2015). To aid the repackaging of MIL, the University of Dakota Library has mapped standards for MIL to AI learning outcomes (University of Dakota Library, 2024). Kennedy (2023) has made another notable attempt at creating an AI Literacy Framework by mapping AI skills onto the UNESCO Digital Literacy Global Framework. The envisaged skills are mapped to the frames of hardware and software, information and data literacy, communication and collaboration, content creation, safety problem solving, and career competencies. This initiative provides useful insights on specific AI literacy outcomes in the envisaged enhanced MIL curriculum. The trailblazing initiatives underscore the feasibility of integrating AI literacy into the MIL curriculum.

4.3. An analysis of initiatives for mapping AI literacy to the ACRL Framework for Information Literacy for Higher Education
James & Filgo (2023) have made a significant effort to integrate AI literacy within the ACRL framework by assessing the role of ChatGPT across its six frames. While they successfully established several connections, they recognise that their analysis lacks comprehensiveness, indicating a need for further exploration. Notably, their analysis does not distinctly categorise knowledge practices and dispositions. The authors suggest that a more detailed analysis, including a list of knowledge practices and dispositions, would create a foundational framework that could be expanded upon. This structured approach would assist instruction librarians in developing effective AI literacy training tools such as lesson plans. The FIU Libraries (2024) have done a broad mapping of AI literacy and the frameworks with the aim of clarifying the contradistinction between generative AI and scholarly and crowdsourced information. However, they have not explicitly linked AI literacy to the knowledge practices and dispositions outlined in the ACRL framework. Additionally, Coates & Garner (2024) have developed what they call ‘A real package deal - AI & the library instruction practitioner’ which references the ACRL framework to examine the outputs of Generative AI technologies. They have identified several issues but have not connected them to the knowledge practices and dispositions as defined by the ACRL framework. 

4.4 Proposed mapping of AI literacy to the ACRL frameworks
To demonstrate the viability of integrating AI literacy into the MIL frameworks, the author has built on the existing initiatives and mapped the literacy into the 2015 ACRL Framework for Information Literacy for Higher Education. While acknowledging the difference between IL and media literacy in their theoretical focus, the author justifies the choice of the framework by noting that there has been a growing recognition that there are inherent similarities between the two literacies. The media literacy tradition focusses on the understanding, comprehension, critique and creation of media materials, while the IL tradition stresses the identification, location, evaluation and use of information (Livingstone et al., 2008; Rosenbaum et al., 2021). Both literacies emphasise the evaluation and critique of the ways in which meanings are embedded in the information and media we consume and create. They are both centred on issues of power and influence (Rosenbaum et al., 2021). Brayton & Casey (2019) further argue that there is no significant difference between information and media in the digital age and conclude that the two literacies are natural allies. Additionally, the two literacies emphasise the “development of inquiry-based skills and the ability to engage meaningfully with media and information channels in whatever form and technologies they are using” (Wilson et al., 2011, p. 18). Another reason for the choice is that the framework was established with a relatively more flexible and customisable route for the integration of new concepts into curricula than the ACRL Information Literacy Competency Standards for Higher Education that had previously been in use (James & Filgo, 2023). The standards have an enumerative and prescriptive approach that provides a set of learning outcomes with associated skills that students are expected to master. Contrary to this approach, the framework focuses on six threshold concepts (University of Toronto Libraries, 2015). This author has used a table to map suggested new AI literacy-related knowledge practices and dispositions to the relevant frames. The mapping is captured in table 1.


Table 1: Mapping AI literacy to the ACRL Framework for Information Literacy for Higher Education (2015)
	[bookmark: _Hlk172128519] Frame
	Knowledge Practices
	Dispositions

	Authority is Constructed and Contextual
Information resources reflect their creators’ expertise and credibility, and are evaluated based on the information need and the context in which the information will be used. Authority is constructed in that various communities may recognise different types of authority. It is contextual in that the information need may help to determine the level of authority required. 
	*Use research tools and indicators of authority to determine the credibility of sources, understanding the elements that might temper this credibility
Evaluate the degree of authority of the generated content
Understand that first attempts at searching do not always produce adequate results
Assess the efficacy of algorithms 
Determine what AI models were used to develop the AI tool
Assess quality of data based on characteristics data quality and governance, representativeness, accuracy, completeness, accessibility, and coverage
Evaluate AI-generated content for biases 
Identify limitations of the sources of AI-generated content (largely sourced from open access resources, political organisations, individuals and non-profit making organisations)
Identify and debunk conspiracy theories
Determine if generated content is factual 
Evaluate information providers for current purposes 
	*Develop awareness of the importance of assessing content with a sceptical stance and with a self-awareness of their own biases and worldview
Use follow-up questions to add context
Understand the elements that might tamper with the credibility of sources in an AI environment 
Awareness that the quality of output is determined by the quality of training datasets 
Awareness of inherent biases in AI-generated content
Awareness of limitations of the sources AI-generated content
Awareness that algorithms can be used for disinformation
Awareness that certain LLMs parameters determine the reliability, validity & credibility of output
Cognisant that Gen AIs use predictive language patterns and language associations. to generate content. The content may therefore not reflect real-world context
Manage privacy and interaction with AI systems to reduce tracking and targeting (as less data are collected from your devices)
Understand that AI models can adapt their perceived authority based on user interaction

	Information Creation as a Process
Information in any format is produced to convey a message and is shared via a selected delivery method. The iterative processes of researching, creating, revising, and disseminating information vary, and the resulting product reflects these differences. 
	*Articulate the capabilities and constraints of information developed using AI systems
*Assess the fit between AI-generated information and a particular information need
Identify different parameters of authority in an AI environment
Use concise, logical, and explicit language to craft prompts
Create information with different Gen AI tools
Evaluate the quality of training data 
Assess generated information and determine if there is a need for follow-up prompting
Assess the factualness of generated content
	*Are inclined to seek out characteristics of information products that indicate the underlying creation process of AI systems
Are cognisant that AI-generated content has biases and limitations
Probe AI systems through crafting and recrafting prompts to optimise output (Prompt Engineering)
Set the scenario for queries for optimal outputs
Awareness that the quality of output is determined by the quality of underlying training data
Awareness that AI tools are prone to “hallucination” when generating content

	Information has value
Information possesses several dimensions of value, including as a commodity, as a means of education, as a means to influence, and as a means of negotiating and understanding the world. Legal and socioeconomic interests influence information production and dissemination.
	*Give credit to the original ideas of others through proper attribution and citation
*Understand how and why some individuals or groups of individuals may be underrepresented or systematically marginalised within the systems that produce and disseminate information
Understand the information economy in the age of AI
Securing subscription-based information from mining by AI systems
	Understand the need to verify citations when using AI-generated content
Seek information from multiple sources to minimise the effect of underrepresentation of marginalised individuals
Browse anonymously (use VPNs)
Manage their privacy and interaction with AI systems to reduce tracking and targeting (less data are collected from your devices)
Make informed choices regarding their online actions in full awareness of issues related to privacy and the commodification of personal information.

	Research as Inquiry
Research is iterative and depends upon asking increasingly complex or new questions whose answers in turn develop additional questions or lines of inquiry in any field.
	*Monitor gathered information and assess for gaps or weaknesses
Use Gen AI systems to create concept maps
Use GenAI to generate search terms
Craft prompts that set the scope of investigation
	*Seek multiple perspectives during information gathering and assessment
*Maintain an open mind and a critical stance
Awareness that AI-generated content has biases, and gaps in the diversity of perspectives 


	Scholarship as conversation
Communities of scholars, researchers, or professionals engage in sustained discourse with new insights and discoveries occurring over time as a result of varied perspectives and interpretations.
	*Cite the contributing work of others in their own information production
*Summarise the changes in scholarly perspective over time on a particular topic within a specific discipline
*Recognise that a given scholarly work may not represent the only or even the majority perspective on the issue.
Use an AI model to generate terms that are regularly deployed when responding to a prompt
Evaluate representativeness of AI-generated content

	Verify citations when using AI-generated content
Use AI summarisers to summarise the changes in scholarly perspective over time on a particular topic within a specific discipline
*Suspend judgment on the value of a particular piece of scholarship until the larger context for the scholarly conversation is better understood
Cognisant of gaps in perspectives on an issue
Awareness of the underrepresentation of marginalised groups in the conversation
Awareness that AI generated is prone to groupthink bias. 
Explore alternative or dissenting viewpoints

	Searching as Strategic Exploration
Searching for information is often nonlinear and iterative, requiring the evaluation of a range of information sources and the mental flexibility to pursue alternate avenues as new understanding develops.
	*Use prompts to set the scope of the task required to meet an information need
*Utilise divergent (e.g., brainstorming) and convergent (e.g., selecting the best source) thinking when searching
*Match information needs and search strategies to the appropriate AI tools
Use AI summarisers to summarise the changes in scholarly perspective over time on a particular topic within a specific discipline

	Use quality prompts to contextualise and apply iterative search refinement 
Use Gen AIs for brainstorming 
Match the right AI tool to the information need
Recognise that the features of AI tools keep shifting 
Evaluate and verify the output
Browse anonymously (use VPNs)



Notes to the table:
· [bookmark: _Hlk172026468]AI literacy concepts are mapped to the framework by listing the applicable knowledge practices and dispositions
· *Represents existing knowledge practices and dispositions that are applicable to generative AI technology. Some of these have been customised to articulate the AI literacy aspect. 
· Some knowledge practices and dispositions can be mapped to more than one frame
· The lists are not exhaustive
· The table does not directly link the knowledge practices to specific dispositions 

4.4 Who should teach basic AI literacy?  
With regard to who should take on the role of imparting basic AI literacy to higher education learners, libraries have the potential to make the most impact by championing the intersection of AI literacy and MIL. This is because librarians already possess well-established expertise in areas of AI literacy and MIL intersection (Adetayo & Oyeniyi, 2023). They therefore only need to repackage the set of skills that encompass MIL (Jones, 2023) and build on the existing MIL frameworks by incorporating AI literacy (Scott-Branch et al., 2023). To accomplish this, librarians must build their capacity in AI knowledge and skills. This can be done through participation in AI programmes and workshops. The upgrading of skills can also be accelerated by the formation of and participation in AI communities of practice. CoPs bring together different players and stakeholders in the AI environment. This will help clarify cross-cutting issues and lend a diversity of voices from, for example, data scientists, ethicists, librarians, and intellectual property experts. It is however acknowledged that because MIL is both a disciplinary and transdisciplinary learning agenda, librarian-faculty collaboration coupled with student co-curricular programs have the potential to enrich and transform AI literacy (American Library Association, 2015). 

4.5 Examples of libraries that have taken the lead in teaching basic AI literacy 
Several libraries have pioneered the teaching of AI literacy. For instance, Northwestern University Library responded swiftly to student enquiries following the launch of ChatGPT by creating a dedicated resource page titled “Using AI Tools in Your Research”. At the time, Northwestern University had yet to compile a resource page to address the issues that were emerging with the launch (Coffey, 2023). Other libraries, such as DePauw University Libraries, have created Libguides on topics such as Chatbots, ChatGPT, and generative AI (Gilson, 2024). The Massachusetts Library Systems on the other hand has included links to topics on AI literacy on their digital literacy webpage and introduced an online community chat dubbed "The AI Hour", which runs every second Friday of the month. The session covers news on AI tools as well as demonstrations of how to use specific AI tools (Stimpson, 2024). Other university libraries that have developed AI resource pages include Cowles Library at Drakes University whose resources include FAQs, a compilation of research articles on AI, and resources on best practices in the use of generative AI tools (Cowles Library, Drakes University, 2024). The FIU libraries have developed a resource page that has a compilation of LibGuides developed by different universities, resources on topics such as AI literacy, AI and IL, lesson plans for teaching AI, prompt engineering instruction, recording of AI workshops, AI tools and a reading list (FIU Libraries, 2024). To equip faculty members with AI literacy skills, librarians at the Madigan Library at Penn College have developed a resource page covering topics such as the implication of generative AI tools on instruction and academic integrity, and their use in industry (Madigan Library, 2024). These libraries have demonstrated that they are suitable and have the capacity to teach basic AI literacy to higher education learners. 

5. Limitations of the study
This study has focused mainly on the content-related points at which MIL and AI literacy overlap. Although there has been discussion on what should and should not be part of AI literacy, this issue has not been conclusively resolved. The author therefore recommends further research on additional content that should form part of basic AI literacy for all higher education learners and the mapping of concepts to the ACRL Framework for Information Literacy for Higher Education. These can be added to the proposed mapping of AI concepts onto the ACRL Framework for Information Literacy for Higher Education since it is not exhaustive. 

The author has focused on LLMs because they impact the information processing, search, creation, and evaluation processes. The processes are within the purview of MIL. In particular, generative AIs (such as ChatGPT), a type of LLM, have implications for education, as they replicate the higher-order thinking that is the foundation of human learning (Miao, 2023). ChatGPT has caused significant interest in the use of generative AI in higher education since its release in November 2022 (Chan & Hu, 2023). A survey on the use of generative AI at Boston Northeastern University found that 80% of students had incorporated generative AI into their routine (citation needed). These observations make the topic a worthy focus point for the paper.
AI is a rapidly changing field. The author may therefore not have covered pertinent issues that may have recently emerged. It is advisable to keep checking authoritative sources for updates and news.

6. Conclusion
AI promises to surpass all previous technological revolutions in how information is accessed, created, evaluated, and used. Some of the requisite key elements of AI literacy overlap with the core elements of MIL. This makes the integration of AI literacy into MIL programmes a viable route for introducing AI literacy to higher education learners. The points of convergence include but are not limited to search techniques, evaluation and responsible use of information. However, the integration requires the revamping of AI programmes through enhancements of the overlapping elements as well as the introduction of relatively new concepts such as algorithm literacy. The libraries that have pioneered the teaching of AI literacy demonstrate that librarians are not only capable of the task but are also best suited to teach basic AI literacy to higher education learners. This is because they already have expertise in teaching MIL which translates well in teaching AI literacy. They are therefore urged to seize the opportunity and revamp and repackage MIL programmes by incorporating AI literacies into their day-to-day workflows and reviewing of the MIL frameworks. The flexibility and customisable nature of the ACRL Framework for Information Literacy for Higher Education allows for relative ease of integration. Coates & Garner (2024) rightly observe that AI coupled with skilled library instruction practitioners is an engaging, winsome combination.  
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