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Abstract 
Combating the spread of misinformation is a struggle that has inspired considerable research in 
the fields of psychology, education, political science, and information science, among others. 
Such research has found that “prebunking” or “inoculation” techniques—strategies that reduce 
the acceptance of misinformation before one has encountered it—have had marked success. 
However, there is little evidence that librarians are deliberately employing inoculation techniques 
in their information literacy (IL) instruction. Via a quasi-experimental study, this research 
explores the effect of prebunking techniques in an IL instruction session on undergraduate 
students’ ability to recognise misinformation. The prebunking techniques are delivered through a 
competitive game called Chaos Creator, based on the Bad News game developed by 
researchers at Cambridge University. Results of the study show that misinformation inoculation 
techniques are more effective than the popular source evaluation tool, the CRAP test, in helping 
students identify misinformation. However, misinformation inoculation techniques can backfire, 
causing students to become overly sceptical of trustworthy messages. 
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1. Introduction  
In early 2022, the world was saddened to learn of the passing of talented actress and comedian 
Betty White. However, within hours of the news, rumours and dubious claims about her death 
began circulating on social media. One viral Twitter post claimed, “She got the booster on Dec 
28th … ooooppps!”, implying that the COVID-19 vaccination booster shot was somehow related 
to White’s death (Emery, 2022). The Associated Press wrote in an article a short time later that 
Betty White had not had her booster shot on December 28th and that the quote was false 
(Phan, 2022). This did not prevent hundreds of Twitter users from engaging with the tweet and 
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claiming it supported their beliefs that the COVID-19 booster was unsafe. This claim about Betty 
White is just one example of how false information, especially about topics that frighten, alarm, 
or enrage social media users, can spread quickly and become widely adopted. 
 
In the past decade, concern over misinformation and its negative effect on individuals and 
society has surged. Misinformation is “false information that is spread either by mistake or with 
the intent to mislead” and it can result in bad decision-making at the individual or societal level, 
with potentially significant consequences (Lewandowsky et al., 2020, p. 4). The intuitive solution 
to the spread of misinformation is to disseminate corrections to the false messages; however, it 
can be very difficult to convince individuals to change their beliefs, and, even if this is 
successful, the effect may not last long. Misinformation can continue to influence behaviour 
even after the individual claims to have updated a previously held belief. This is known as the 
“continued influence effect” (Lewandowsky et al., 2012, p. 113). For this reason, misinformation 
is thought to be “sticky,” and considerable time and care may be necessary to successfully 
debunk false claims (Lewandowsky et al., 2020, p. 6).  
 
As concern about the spread of misinformation has increased, librarians have promoted 
information literacy and library instruction as important contributors to improved misinformation-
detection skills (Becker, 2016; De Paor & Heravi, 2020; Gibson & Jacobson, 2018). However, 
many of the debunking strategies that librarians have been using do not always align with 
psychologists’ understanding of mental models. For example, sharing tips for fact-checking 
information is unlikely to alter beliefs that have already been incorporated into someone’s 
mental model and that align with their worldview (Sullivan, 2019). Librarians may have more 
success trying “prebunking” techniques, such as raising scepticism about the persuasion 
techniques commonly used in misinformation messages (a tactic called misinformation 
“inoculation”). While evidence of the success of these inoculation techniques has existed for 
years, there is little exploration in the literature of their use in library instruction. The present 
study attempts to address this knowledge gap by exploring the impact of prebunking techniques 
in library instruction on students’ ability to recognise misinformation. The study tries to answer 
the question: To what extent does incorporating misinformation inoculation techniques into 
information literacy instruction improve first year college students’ ability to recognise 
misinformation? 
 
The three hypotheses that this study attempts to test are as follows:  

H1) Students who receive the treatment condition (misinformation inoculation) will see a 
greater improvement from their pre- to their post-test scores than the students who 
receive the control condition (CRAP test).  
H2) Students who receive the treatment condition will perform better on their post-test 
than on their pre-test.  
H3) Students who receive the treatment condition will have a greater increase in their 
confidence levels after the intervention than students who receive the control condition. 

 
2. Literature Review 

As the media and academia have paid increased attention to the problem of misinformation, 
librarians have explored their role in combatting false information spread online. One study 
found over one hundred articles about “fake news” had been published in academic library and 
information science journals from 2017 to 2020 alone (Sahoo et al., 2021). Some librarians have 
argued that teaching information literacy (IL) is one of the most effective strategies for 
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combatting misinformation (Batchelor, 2017). In 2018, the Chartered Institute of Library and 
Information Professionals (CILIP) revised their own definition of IL to include information 
contexts outside of the classroom, and they emphasised the value of “the ability to think critically 
and make balanced judgements about any information we find and use” (CILIP, 2018). This 
revised definition reflects the understanding of many librarians that part of the librarian’s role is 
to instil IL skills in students and the public, so that they are better able to discern and combat 
misinformation (De Paor & Heravi, 2020).  
 
The strategies used by librarians to combat misinformation using IL include credit-bearing 
courses (Eva & Shea, 2018), interactive workshops (Eva & Shea, 2018; Lefkowitz, 2017), news 
literacy training (Banks, 2016), checklists and acronyms (Batchelor, 2017; Jacobson, 2017), and 
collection development strategies (De Paor & Heravi, 2020; Finley et al., 2017). Sullivan (2018) 
points out that at least some of these methods, such as simply providing access to quality 
information through collection development, are unlikely to be effective, given psychological 
research findings about how people’s prior beliefs impact their willingness to consider conflicting 
information. De Paor and Heravi (2020) argue that IL instruction may be helpful, but it isn’t 
sufficient, and that librarians should reframe their approach to include other literacies, such as 
metaliteracy (Mackey & Jacobson, 2011), as well. The strategies that some libraries use to 
combat misinformation may be effective, but one area that librarians might explore more is in 
using strategies promoted by psychology and education researchers who study misinformation. 
 
For years, psychology and education researchers have been attempting to answer the 
questions, “How can we decrease acceptance of misinformation?” and “Why does 
misinformation seem to be so difficult to correct?” (Compton et al, 2021). In the process, they 
have uncovered many debunking strategies—some that have been shown to be effective, and 
some that have not. While initial efforts focused on correcting misperceptions, researchers 
argue that individuals create a mental model of an event or situation and are reluctant to modify 
the model with new information when the existing belief has sufficient explanatory power (Ecker, 
Lewandowsky, Swire, & Chang, 2011; Swire & Ecker, 2018). When misinformation is integrated 
into a mental schema for a topic, unless corrective information is presented simultaneously, it 
becomes very challenging to change the mental model later (Walter & Tukachinsky, 2020).  
 
However, research that focuses on prebunking techniques—strategies that reduce the 
acceptance of misinformation before it is encountered—has proved more promising 
(Lewandowsky, 2020). Prebunking techniques that slow down thought processes and increase 
scepticism can help people more accurately identify misinformation that is encountered later 
(Lewandowsky et al., 2012). Simply encouraging reflection and the engagement of 
metacognitive skills can improve misinformation detection (Salovich & Rapp, 2020). Research 
has even found that prebunking techniques do not need to be specific to a single issue to be 
effective (sometimes called an “issue-based intervention”); “technique-based interventions” 
raise participants’ scepticism about misinformation techniques used across a variety of topics, 
improving the transferability of the intervention (Iles et al., 2021).  
 
Generally, prebunking is thought to consist of a forewarning that what follows is false 
information (thereby raising scepticism), followed by a statement of the misinformation that it 
refutes, as well as an explanation of how the misinformation misleads (Compton, 2013). An 
increasingly common approach to prebunking is called misinformation “inoculation” which uses 
vaccination as a metaphor for increasing misinformation resistance (Basol et al, 2021; Cook et 
al, 2017; Iles et al, 2021). In an inoculation intervention, the participant is given a warning about 
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how others may try to trick them, which can activate the person’s immune system defences 
against the misinformation persuasion tactic to come (Iles et al, 2021). Then, the participant is 
given an explanation of the misinformation in a weakened form in the context of the learning 
environment, which can help them exhibit an immune response to the same type of genuine 
misinformation encountered in their everyday lives (Cook et al, 2017). Inoculation can raise 
scepticism about information and helps to make people more alert to the quality of the 
information being shared. 
 
One of the most successful prebunking interventions is the game Bad News, developed by 
Roozenbeek and van der Linden (2019a). In the game, participants try to gain as many 
followers as possible on their social media platform. To do this, players engage in the strategies 
of misinformation-creators: they fabricate information, sow doubt about credible public figures 
and organisations, and promote belief in conspiracy theories, all of which increases 
engagement with the players’ posts. In the process, participants learn how misinformation is 
created and how appealing it can be, which raises their scepticism and improves their ability to 
identify misinformation (Basol, Roozenbeek, & van der Linden, 2020). The Bad News game is a 
technique-based inoculation strategy that teaches about misinformation-spreading techniques 
without limiting the intervention to certain topics, which gives it an advantage over ones that 
focus on a particular subject (Roozenbeek & van der Linden, 2019a; Roozenbeek, Maertens, 
McClanahan, & van der Linden, 2021). Studies of the effectiveness of the game have found 
that, regardless of political ideology, gender, and age group of players, this gamified approach 
to inoculation is associated with better detection of misinformation persuasion tactics 
(Roozenbeek & van der Linden, 2019a). The game has even been shown to be effective in 
other languages with participants from a variety of countries (Roozenbeek, van der Linden, & 
Nygren, 2020). 
 

3. Methodology  
This quasi-experimental study employed a pre-/post-test design to test the efficacy of a 
misinformation inoculation game in conferring resistance to misinformation. The independent 
variable consisted of either a treatment condition, in which participants (n=154) received 50 
minutes of library instruction that centred on a misinformation inoculation game called Chaos 
Creator (based on the Bad News Game developed by Roozenbeek and van der Linden), or a 
control condition, in which participants (n=114) received 50 minutes of library instruction that 
centred on the source evaluation tool called the CRAP test (Blakeslee, 2004). The CRAP test 
(originally CRAAP, but modified for this study), is a commonly used source evaluation acronym 
that stands for "Currency, Relevance, Authority, Accuracy, and Purpose" (Blakeslee, 2004). 
Testing the control condition allows for better confidence that the presence of a librarian 
teaching about source evaluation alone does not influence differences in the dependent 
variable. The CRAP test was used as the subject in the control condition because it is a 
commonly used tool for teaching students source evaluation (LeBlanc & Quintiliano, 2015), but 
it does not rely on misinformation inoculation techniques. To some extent, the researcher was 
hoping to determine whether alternative, more evidence-based techniques for source evaluation 
instruction would be more effective than the CRAP test. Students in the control condition were 
not limited to social media sources but were encouraged to use any relevant source.  
 
In creating the Chaos Creator game, the researcher modified the Bad News Game by 
presenting it as a teams-based in-person game, rather than an online, individual game. She 
also modified the questions to be more conducive to an in-person, teams-based teaching 
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environment (e.g. reducing the overall number of questions, providing fewer options for players 
to choose from when moving through the game, etc.). Finally, she modified the subject of some 
of the questions in the game to make them more relevant to timely, news-related issues and to 
clarify for a primarily young-adult audience (e.g. taking out references to celebrities that are less 
familiar to them, like Warren Buffett).  
 
The dependent variable was an assessment of the reliability of eight fictional tweets, six 
associated with a misinformation technique and two serving as controls (see Appendix A and 
B). These tweets were developed by Roozenbeek and van Der Linden (2019a) as part of an 
openly licensed instrument that has been administered to over 15,000 participants. The 
instrument has also been analysed for reliability and item effects by Roozenbeek, Maertens, 
and van Der Linden (2020).   
 
While there were two item effects identified (item set order effects and differences in 
psychometric properties) that can impact effect size, the researchers found that the tests were 
still reliable for detecting the effectiveness of misinformation inoculation approaches. For this 
reason, the researcher elected to use this evaluated instrument rather than creating a new one. 
The instrument and procedures of this study were reviewed and approved by the Cleveland 
State University (CSU) Institutional Review Board before data collection took place. 
 
Following a library instruction session, participants in both the control and treatment groups 
were asked to indicate reliability of each tweet on a seven-point Likert-style scale. The pre- and 
post-test fictional tweets were different but were associated with the same set of six 
misinformation persuasion techniques. The tweets are fictional to avoid memory confounds (in 
case participants had seen any real examples selected), to exert more control over the tweet 
content to match the misinformation techniques being tested, and for ethical reasons (such as to 
avoid unintentionally spreading authentic misinformation messages) (Greene et al., 2022).  
 
The study population consisted of first year students at a mid-sized, urban, American higher 
education institution in the Midwest. To sample this population, purposive sampling methods 
were employed. Students in 21 sections of a First Year Writing course at Cleveland State 
University (ENG 102) were included in the study. Students were excluded from the study if they 
were under the age of 18, did not complete all the questions on the pre- and post-tests, or did 
not indicate understanding of the informed consent form. To solicit sections for inclusion in the 
study, the researcher emailed all First Year Writing instructors explaining the study and soliciting 
volunteers. Eight instructors agreed to participate. Most instructors who volunteered taught 
multiple sections of the course, allowing for some consistency of instructors across the control 
and treatment groups (thereby reducing the effect of the instructor on the results). All sessions 
were taught by the researcher, who emphasised that participation in the study would not impact 
students’ grades in the course. The entire intervention, including administration of the pre- and 
post-tests, took place in 50 minutes (the typical class session time period at CSU). To improve 
the validity of the study, sections were randomly assigned to either the treatment or control 
group. The minimal sample size for observing an effect is 100, and the number of valid 
participants in this study was 258.  
 
The inoculation intervention consisted of a game similar to the Bad News Game described in 
the literature, modified to be presented synchronously and in person. The game, called Chaos 
Creator, incorporated the prebunking strategies of raising scepticism by describing common 
misinformation persuasion tactics. The prebunking activity employed a technique-based 
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strategy that does not address a specific issue but instead exposes students to persuasion 
techniques used by misinformation-generators about a wide variety of topics. The six 
misinformation persuasion tactics that are described and explored in the game are: 
impersonation, polarisation, discredit, trolling, emotion, and conspiracy. 
 
Figure 1: Common Misinformation Persuasion Tactics.  

Persuasion 
Tactic 

Description 

Impersonation Impersonating a real person or organisation; falsely posing as a legitimate 
news site or as an expert in a particular subject 

Emotion Using content that deliberately plays on emotions like fear, anger, 
empathy, or vindication 

Polarisation Deliberately trying to divide viewers along lines of political ideology 

Conspiracy Using content that promotes the belief that events are organised by secret 
groups or organisations 

Discredit Attacking the person sharing a claim or argument rather than addressing 
the validity of the claim 

Trolling Deliberately evoking emotional responses from viewers using bait 
Note. Identified tactics come from the Bad News Game developed by Jon Roozenbeek and 
Sander van der Linden at Cambridge University (2019a).  
 
To play the game, students were divided into groups of 3–4 players and instructed to decide as 
a team what misleading tweets to share in order to gain followers in the game. Each decision 
was followed by a breakdown of which manipulation tactic was being employed in the example. 
The team with the most followers at the end of the game won. In addition to playing the game, 
at the beginning of the session, students were introduced to various common types of 
misinformation and given a chance to reflect on why these misleading messages are shared. 
The lesson plan and a link to the slides for the misinformation inoculation game, Chaos Creator, 
can be found in Appendix C. 
 
The control group instruction consisted of a traditional source evaluation library session focusing 
on the use of the CRAP test. First the students were asked to identify characteristics of popular 
and scholarly sources and discuss their usefulness in research. Then, they were introduced to 
the CRAP test as a method of evaluating sources in academic settings. Students were asked to 
apply the CRAP test to one source of their choice in a Google Form. The lesson plan and a link 
to the slides for the control group instruction session can be found in Appendix D. 
 

4. Results  
The data obtained in this study was analysed using the SPSS data analysis software. In the pre-
test, participants were asked about gender, age, political association, use of social media, and 
use of Twitter in particular. These responses were used to determine the diversity of participants 
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on these measures. Of particular interest were the political affiliation, social media use 
frequency, and Twitter use frequency of the participants. Political affiliation was fairly evenly 
divided, although about half of the participants indicated that their affiliation was undecided or 
unknown (see Table 2). Anecdotally, this question was the one students most frequently asked 
about when completing the pre-test; the concept of “right” and “left” political leanings was 
unfamiliar to many. 
 
Figure 2: Political Affiliation for all Participants.  

Political Affiliation Response Frequency Percent 

Conservative Right 16 6.2 

Moderate Right 26 10.1 

Moderate Left 39 15.1 

Progressive left 41 15.9 

Undecided/unsure 127 49.2 

Other 9 3.5 

Total 258 100.0 
 
About 53% of students indicated that they use social media multiple times per day (see figure 
3), although only about 9% use Twitter at this frequency (see figure 4). About 60% of students 
indicated that they rarely or never use Twitter, which could impact the ability for students to 
apply their misinformation detection skills to social media environments that differ from Twitter. 
 
Figure 3: Social Media Use Frequency for all Participants.  

Social Media Use Frequency Response Frequency Percent 

Never 1 0.4 

Rarely 7 2.7 

Monthly 0 0.0 

Once per week 3 1.2 

About 3 times per week 11 4.3 

Daily 99 38.4 

Multiple times per day 137 53.1 

Total 258 100.0 
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Figure 4: Twitter Use Frequency for all Participants.  

Twitter Use Frequency Response Frequency Percent 

Never 101 39.1 

Rarely 55 21.3 

Monthly 6 2.3 

Once per week 25 9.7 

About 3 times per week 25 9.7 

Daily 23 8.9 

Multiple times per day 23 8.9 

Total 258 100.0 
 
A multiple regression analysis was also conducted to determine if political affiliation, social 
media use, or Twitter use were predictors of misinformation reliability scores. No significant 
relationship was found.  
 
Each participant was given a unique code to input for both pre- and post-test; this allowed the 
researcher to compare individual responses to the pre- and post-tests in the statistical analysis 
while maintaining anonymity. A paired sample t-test was used to compare pre- and post-test 
scores for both control and treatment groups, and an independent sample t-test was used to 
compare the treatment and control group. The paired sample t-test was chosen because it 
determines the difference between two continuous variables for the same subject—in this case, 
the pre- and post-test scores for the control and treatment groups. The independent sample t-
test was used because it is meant to compare the means of two independent groups—in this 
case, the post-test scores of the control and treatment groups. 
 
The independent t-test showed that the treatment group performed significantly better on their 
post-tests (p=<.001), and the mean difference between scores was 3.04 points. A Cohen’s D 
calculation indicated that the effect size was moderate (point estimate=0.565). Levene's test for 
equality of variances showed that equal variances could be assumed, so the values for this 
assumption are used. 
 
However, the paired sample t-test showed that, across all participants, pre-test scores 
(M=42.39, SD=4.79) were actually lower than post-test scores (M=40.73; SD=5.835) for tweet 
reliability ratings. The same was true for a paired sample t-test run for just the control group and 
just for the treatment group, although the decrease in post-test scores was greater for the 
control group (M=38.82, SD=6.10) than for the treatment group (M=41.94, SD=5.36). 
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Figure 5: Pre- and Post-Test Scores Mean Differences for Control and Treatment Groups.  
 

Control 
(n=114)  

Treatment 
(n=154) 

Overall (both Treatment and 
Control) 

Pre-Test Scores 
Mean 

42.28 42.2 42.39 

Post-Test Scores 
Mean 

38.82 41.94 40.73 

Difference 3.46 0.26 1.66 
 
Paired sample t-test were also run for each pair of pre- and post-test questions that addressed 
the same misinformation persuasion tactic (impersonation, emotion, polarisation, conspiracy, 
discredit, and trolling, as well as two controls with reliable messages). The mean scores for the 
control group showed that students performed worse on the post-test for impersonation, 
emotion, conspiracy, and trolling (all tactics except discredit and polarisation). However, when 
the treatment group was isolated, students performed significantly worse on the tweets related 
to conspiracy (p=<.001) and trolling (p=0.009), and performed better on post-test scores for all 
other persuasion tactics. For all tactics except conspiracy, the treatment group’s post-test mean 
scores were higher overall than the treatment group’s scores. 
 
Figure 6: Pre- and Post-Test Item Level Scores by Misinformation Persuasion Tactic.  

Persuasion 
Tactic 

Control Group Treatment Group 

 
Mean 
Pre-
Test 
Score 

Mean 
Post-
Test 
Score 

Difference  p Mean 
Pre-
Test 
Score 

Mean 
Post-
Test 
Score  

Difference p 

Impersonation 6.25 4.48 -1.77 0.001 5.88 6.12 0.24 0.014 

Emotion 5.34 4.59 -0.75 <0.001 5.09 5.57 0.48 <0.001 

Polarisation 5.58 5.66 0.08 <0.001 5.64 6.12 0.48 <0.001 

Conspiracy 6.37 6.22 -0.15 0.004 6.33 6.16 -0.17 <0.001 

Discredit 5.62 5.79 0.17 0.002 5.64 5.95 0.31 <0.001 

Trolling 6.29 5.51 -0.78 <0.001 6.22 6.18 -0.04 0.009 
 
When it came to the two control “reliable” tweets in the pre- and post-tests, the treatment group 
performed significantly better comparing the other post-test reliable tweet with the pre-test 
reliable tweet scores. However, students in the treatment performed very poorly on one reliable 
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tweet in their post-tests (see figure 7). This isolated poor score could have influenced the 
students’ overall scores on the post-test. 
 
Figure 7: Pre- and Post-Test Scores for Reliable/Control Tweets, Treatment Group Only.  

Test Tweet Type Mean Score 

Pre-Test Reliable #1 4.27 

Pre-Test Reliable #2 3.23 

Post-Test Reliable #1 2.64 

Post-Test Reliable #2 3.30 
 
Students were also asked to indicate their level of confidence in their answers at the end of the 
pre- and post-tests. Across both control and treatment, the mean confidence score increased 
from 4.67 to 5.31 from pre- to post-test. When isolating just the treatment group, their scores 
increased from 4.79 to 5.49, a difference of 0.7 points. The control group confidence scores 
increased from 4.56 to 5.10, a difference of 0.56 points. The control group’s confidence scores 
were lower than both pre- and post-test scores of the treatment group, and the scores increased 
less after the implementation of the library session. However, it is important to note that the 
mean confidence scores of all participants increased between pre- and post-test, despite the 
fact that students’ misinformation identification accuracy scores went down. 
 

5. Discussion  
Hypothesis 1 of this study was that the students in the treatment group would see a greater 
improvement from pre- to post-test scores than those in the control group. This hypothesis is 
supported by the data. Overall performance was worse for students who experienced the 
control group setting, in which they learned about the CRAP test and did not learn any 
misinformation identification techniques. Students in the treatment group were still overly 
sceptical but were more accurate in judging the reliability of the tweets overall than the students 
in the control group. 
 
However, in this study, all students performed worse on the post-test Tweet reliability ratings, 
indicating that while they were more sceptical of false messages, they were also unnecessarily 
sceptical of reliable messages. This rejects Hypothesis 2, which proposes that the students in 
the treatment group will perform better on the post-test scores than the pre-test scores. As has 
been recognised previously in the literature (Hoes et al, 2023; Roozenbeek & van der Linden, 
2019b), teaching students about identifying misinformation carries a significant risk of raising 
their overall scepticism to all messages, false or not. In addition, the confidence level scores 
show that students were more confident in their responses to the post-test, despite performing 
more poorly; this could be an indicator of the Dunning Kruger effect, in which those who have 
insufficient knowledge overestimate their abilities (Dunning, 2011). Perhaps with more training, 
the students would become more accurate in their responses, as well as less overly confident. 
 
It is important to note that the treatment group did better at identifying misinformation 
persuasion tactics in the post-test tweets for all tactics except conspiracy and trolling. 
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Conspiracy theory thinking is associated with an overreach of scepticism into cynicism (Harford, 
2021), and this excessive scepticism is reflected in the treatment group’s overall scores, so it 
could explain the worse scores for this particular tactic. Where the treatment group’s scores 
suffered most was in their assessment of reliable tweets, which they generally did not trust. 
These findings show that the treatment group is in less danger of missing false messages and 
in more danger of rejecting accurate ones.  
 
The results of this study demonstrate that source evaluation instruction of any kind runs a risk of 
increasing students’ cynicism, and it should, whenever possible, be paired with instruction 
discussing the reasons why some sources deserve students increased trust. When it comes to 
reliably identifying misinformation messages, a strategy that uses misinformation inoculation 
techniques is more effective than traditional, CRAP test approaches, although it still can fail 
without a discussion of trust in reliable messages, even if it is brief. This evidence, in addition to 
other studies that have criticised the CRAP test as a mechanism for teaching source evaluation, 
supports the conclusion that librarians should look to alternatives to the CRAP test in their 
teaching when possible. 
 
The final hypothesis (Hypothesis 3) was that students in the treatment group would have a 
greater increase in their confidence levels after the intervention than students in the control 
group. This hypothesis was supported by the data, although the poor post-test scores of the 
treatment group make this increased confidence more troubling. If students have more 
confidence without improved skills, it is imperative that librarians take additional measures to 
balance students’ increased scepticism with appropriate trust of authoritative sources. 
 
It is also interesting to note that the librarian researchers’ experience implementing the Chaos 
Creator game with students was very positive. Students seemed to enjoy the competitive, 
interactive nature of the game, and even the most lacklustre class became animated as the 
game went on. Some even passionately argued their decisions with the librarian, trying to 
increase their scores. Students in the CRAP test control group did not exhibit this level of 
enthusiasm. 
 

6. Conclusion 
The ubiquity of misinformation in today’s world, in addition to the widespread acceptance of 
false claims presented by misinformation sources, has caused many to become alarmed. 
Among those who want to reduce the acceptance of misinformation are librarians, who have 
long held access to accurate information to be a foundational value. However, librarians do not 
seem to be adopting the misinformation-fighting strategies that have been tested and facilitated 
by researchers in other fields, methods such as inoculation techniques that attempt to head-off 
misinformation acceptance before false claims are encountered.  
 
This study involved deploying a pre-test and post-test to a treatment group of first year students 
who received library instruction with inoculation strategies employed, as well as to a control 
group of first year students who received library instruction without inoculation strategies 
employed. While students who received the misinformation inoculation intervention performed 
worse overall after the intervention, they performed better in comparison to the control group, 
and they performed better for most of the misinformation persuasion tactics explored in the 
instruction session. Modification of the instruction to include more information about how to 
identify reliable information messages is advised for future uses of misinformation inoculation in 
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library instruction. However, the study results encourage the exploration of misinformation 
inoculation strategies in IL instruction, as well as continued research in this area.  
 
There were several limitations to the generalisability and validity of this study. Although class 
sections were randomly assigned to the control and treatment groups, the individual students in 
each class were not, so there may have been aspects of the class dynamics that impacted the 
students’ performance on the pre- and post-test. Because examples in the pre- and post-test 
were limited to fabricated tweets, the tests did not assess students’ ability to identify 
misinformation in real world contexts. The fictional nature of the tweets also confused some 
students, who did not understand how to assess the reliability of a statement that was fake. This 
study also did not test the longevity of the effects observed, so whether they are long-lasting is 
unknown. 
 
In future iterations of the study, collaboration with librarian researchers across multiple 
institutions could be used to increase the broad applicability of the study’s outcomes. This would 
also provide an opportunity to try other variations on misinformation inoculation teaching 
techniques, as well as observe the impact of pairing misinformation inoculation strategies with 
instruction that encourages trust in reliable information sources. Additional research in this 
rapidly advancing area of study is encouraged. 
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Appendix A  
Pre-Test with Informed Consent 
This short quiz is to establish a baseline of the knowledge you have about misinformation 
detection now. Please don’t worry if you are unsure of the answers! 
Informed Consent for Participation in a Study 
You are being invited to participate in a research study being conducted by Mandi Goodsett, 
Performing Arts & Humanities Librarian and OER & Copyright Advisor at Cleveland State 
University. Please read the following information before we begin. Your participation is voluntary 
and you may ask questions at any time. 
Study Details  
The purpose of this study is to determine whether certain teaching strategies help students 
identify misinformation. You will be asked to take two quizzes during the class session today, 
one before the lesson and one after. Whether you choose to participate in the study will not 
impact your grade in any way. Pre- or post-quiz responses will be anonymous and information 
will not be shared with anyone except Mandi. 
Potential Risks  
Risks of participating in this study are minimal. The risks are no greater than those encountered 
in everyday life. It is possible you may feel uncomfortable about answering a question. This is 
unlikely, as the subject of the questions will be of a non-sensitive nature. However, you may ask 
Mandi Goodsett if you have any concerns. You may also contact the Center for International 
Services and Programs with any concerns at intlcenter@csuohio.edu. You received a code to 
participate in the study. In one document, your code is connected to your name. There is a risk 
that this information could be compromised. However, the researcher has tried to reduce that 
risk as much as possible. 
Confidentiality and Privacy of Data  
Access to pre- and post-test responses will be limited to the researcher. However, CSU’s 
Institutional Review Board may review the research records. In any publication resulting from 
the study, no identifying information will be used. The test results will be stored on the 
researcher’s password-protected work laptop for three years, and then destroyed. 
Questions  
If you have any questions about what you have read here or about your participation in the 
study, please contact your instructor or Mandi Goodsett at a.goodsett@csuohio.edu.  
 
By answering the questions about yourself below and proceeding with completing the form, you 
consent to participate. 
 
This instrument is based on one developed by Jon Roozenbeek, Rakoen Maertens, William 
McClanahan, and Sander van der Linden and licensed under a CC BY NC license. 
 
1) I am at least 18 years of age.* 

a) Yes 
b) No 
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2) I understand that if I have any questions about my rights as a research subject, I can contact 
the CSU Institutional Review Board at (216) 687-3630.* 
a) Yes 
b) No 

3) I have read the contents of this consent form and consent to participate in this study.* 
a) Yes 
b) No 

4) Please enter the special code you received before taking this quiz:*  
 
Demographic Questions 
Most of the following questions are optional to answer but help the researcher look for patterns 
in student responses. 
 
1) What is your gender? 

a) Male 
b) Female 
c) Non-binary 
d) Other 

2) What is your age? 
a) Under 18 
b) 18 - 19 
c) 20 - 30 
d) 31 - 41 
e) Over 41 

3) What is your political affiliation? 
a) Progressive left 
b) Moderate left 
c) Moderate right 
d) Conservative right 
e) Undecided/unsure 
f) Other 

4) I am a first year student at CSU.* 
a) Yes 
b) No 
c) Other 

5) How often do you use social media? 
a) Never 
b) Rarely 
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c) Monthly 
d) Once per week 
e) About 3 times per week 
f) Daily 
g) Multiple times per day 

6) How often do you use Twitter in particular? 
a) Never 
b) Rarely 
c) Monthly 
d) Once per week 
e) About 3 times per week 
f) Daily 
g) Multiple times per day 

7) Have you had instruction about source evaluation before? 
a) Yes 
b) No 
c) Maybe 
d) Other 

 
Reviewing Tweets 
Please rate the reliability of each Twitter post below on a scale from 1 to 7, with 1 meaning not 
at all reliable and 7 meaning very reliable. 
 
In this study, “reliable” means the degree to which manipulation or misinformation techniques 
are present in the tweet. For example, a reliable tweet would have little evidence of 
manipulation or misinformation techniques.   
 
PLEASE NOTE: These are all fictional posts, so please rate the reliability of each given the 
evidence you have in this form (not via external sources) and as if the Twitter post and its poster 
were real. 
 
1. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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2. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 

 
 
3. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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4. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 

 
 
5. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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6. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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7. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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8. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 

 
 
9. How confident are you in your responses to the Reviewing Tweets section? (1 means not 
at all confident and 7 means very confident) 
 
Thank you for completing this form and participating in the study! If you have any questions now 
that you have finished, please don't hesitate to contact your instructor or Mandi Goodsett at 
a.goodsett@csuohio.edu 
 

mailto:a.goodsett@csuohio.edu
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Appendix B  
Now that the semester is drawing to a close, this quiz is meant to explore what you have 
learned. If you are still unsure of your answer, don’t worry about it! Just do your best with the 
information you received this semester. 
 
If you have any questions about this form or your participation in the study, please contact your 
instructor or Mandi Goodsett at a.goodsett@csuohio.edu.  
 
By answering the questions below and proceeding with completing the form, you consent to 
participate. 
 
This instrument is based on one developed by Jon Roozenbeek, Rakoen Maertens, William 
McClanahan, and Sander van der Linden and licensed under a CC BY NC license. 
 
 

1. Please enter the special code that you received before taking this quiz: 
 
Reviewing Tweets 
Please rate the reliability of each Twitter post below on a scale from 1 to 7, with 1 meaning not 
at all reliable and 7 meaning very reliable.  
 
 
1. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 

 
 
2. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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3. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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4. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 

 
 
5. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 



Goodsett 82 

JIL, 2024, 18(2). 
http://dx.doi.org/10.11645/18.2.13 

 
 
6. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
 

 
 
7. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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8. How reliable is this tweet? (1 means not at all reliable and 7 means very reliable.) 
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9. How confident are you in your responses to the Reviewing Tweets section? 
 
Thank you for completing this form and participating in the study! If you have any questions now 
that you have finished, please don't hesitate to contact your instructor or Mandi Goodsett at 
a.goodsett@csuohio.edu. 
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Appendix C  
Chaos Creator Game Lesson Plan 
Introductory Information   

• Target audience: undergraduate students from variety of majors in a first-year writing 
section  

• Accompanying assignment: research prospectus  
• Setting: varies  
• Time: 50 minutes  
• To bring: slides -> https://csuohio-

my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/Ec1NARA0HhJLu4A2BIhryvkB
mqMLOlCAB9sNMOXjknqA6Q?e=GtphgB   

Learning Outcomes   
Students will be able to …  

• Identify strategies used to spread misinformation online in order to avoid engaging with 
false or misleading messages.  

• Assess the reliability of claims made by various sources in order to avoid engaging with 
false or misleading messages.   

• Approach online claims with skepticism, while approaching information institutions 
(journalism, science, higher education) with measured trust.   

Outline   
1) Introduction and Welcome (10 min.)  

a) Pre-learning quiz – 8 minutes  
b) https://forms.gle/gD46xm9hM6FJHEXKA   

2) Class Content  
3) Introduction to Misinformation (10 min.)  

a) Definitions and examples  
b) Why do people share misinformation? What do you think?  
c) Questions?  

4) Chaos Creator Game (20 – 25 min)  
a) Explain the rules  
b) Break into teams  
c) 6 challenges  
d) Count points  
e) Debriefing as a group  

5) Review and Wrap-up (10 min.)  
a) Post-learning quiz – 8 minutes  
b) https://forms.gle/3rSjHqoXssJEAjtSA   

https://csuohio-my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/Ec1NARA0HhJLu4A2BIhryvkBmqMLOlCAB9sNMOXjknqA6Q?e=GtphgB
https://csuohio-my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/Ec1NARA0HhJLu4A2BIhryvkBmqMLOlCAB9sNMOXjknqA6Q?e=GtphgB
https://csuohio-my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/Ec1NARA0HhJLu4A2BIhryvkBmqMLOlCAB9sNMOXjknqA6Q?e=GtphgB
https://forms.gle/gD46xm9hM6FJHEXKA
https://forms.gle/3rSjHqoXssJEAjtSA
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Appendix D  
CRAP Test Lesson Plan  

Introductory Information   
• Target audience: undergraduate students from variety of majors in a first-year writing 

section  
• Accompanying assignment: research prospectus  
• Setting: varies  
• Time: 50 minutes  
• To bring: slides -> https://csuohio-

my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/EU8qgsbsnSlHnEqUoxqlfRUBj
wGO58mt1uHP5hdowUMlHQ?e=CnQRgr   

Learning Outcomes   
Students will be able to …  

• Identify strategies used to spread misinformation online in order to avoid engaging with 
false or misleading messages.  

• Assess the reliability of claims made by various sources in order to avoid engaging with 
false or misleading messages.   

• Approach online claims with skepticism, while approaching information institutions 
(journalism, science, higher education) with measured trust.   

Outline   
1) Introduction and Welcome (10 min.)  

a) Pre-learning quiz – 8 minutes  
b) https://forms.gle/gD46xm9hM6FJHEXKA   

2) Class Content  
3) Introduction to Evaluating Sources (15 min.)  

a) Evidence, authority, consensus  
b) Popular vs Scholarly sources  

i) Practice w/ 1-2 examples  
ii) Is it popular or scholarly? How can you tell?   
iii) Are popular sources bad? Pros/cons of popular and scholarly  

4) CRAP Test (20 min)  
a) Walk through the elements of the CRAP test  
b) Practice time – evaluate two sources using the CRAP test  
c) Can work by yourself or in a small group of 2-3 people  

5) Review and Wrap-up (10 min.)  
a) Post-learning quiz – 8 minutes  
b) https://forms.gle/3rSjHqoXssJEAjtSA   

https://csuohio-my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/EU8qgsbsnSlHnEqUoxqlfRUBjwGO58mt1uHP5hdowUMlHQ?e=CnQRgr
https://csuohio-my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/EU8qgsbsnSlHnEqUoxqlfRUBjwGO58mt1uHP5hdowUMlHQ?e=CnQRgr
https://csuohio-my.sharepoint.com/:p:/g/personal/6000463_csuohio_edu/EU8qgsbsnSlHnEqUoxqlfRUBjwGO58mt1uHP5hdowUMlHQ?e=CnQRgr
https://forms.gle/gD46xm9hM6FJHEXKA
https://forms.gle/3rSjHqoXssJEAjtSA

	Chaos creator: Misinformation inoculation in information literacy instruction
	Abstract
	1. Introduction
	2. Literature Review
	3. Methodology
	Figure 1: Common Misinformation Persuasion Tactics.

	4. Results
	Figure 2: Political Affiliation for all Participants.
	Figure 3: Social Media Use Frequency for all Participants.
	Figure 4: Twitter Use Frequency for all Participants.
	Figure 5: Pre- and Post-Test Scores Mean Differences for Control and Treatment Groups.
	Figure 6: Pre- and Post-Test Item Level Scores by Misinformation Persuasion Tactic.
	Figure 7: Pre- and Post-Test Scores for Reliable/Control Tweets, Treatment Group Only.

	5. Discussion
	6. Conclusion
	Declarations
	Ethics approval
	Funding
	AI-generated content
	Acknowledgements

	References
	Appendix A
	Pre-Test with Informed Consent
	Informed Consent for Participation in a Study
	Study Details
	Potential Risks
	Confidentiality and Privacy of Data
	Questions
	Demographic Questions
	Reviewing Tweets

	Appendix B
	Reviewing Tweets

	Appendix C
	Introductory Information
	Learning Outcomes
	Outline

	Appendix D
	Introductory Information
	Learning Outcomes
	Outline



