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EDITORIAL

Welcome to our June issue, which is focusing on 
the use of generative AI (Artificial Intelligence that 
uses generative models to produce data) within 
the metadata world. 

At the Metadata & Discovery Group AGM in 
September 2024, we were delighted that Hannes 
Lowagie from the Royal Library of Belgium gave a 
talk on PowerApps and AI for automated 
cataloguing. To share this work more widely and 
for the benefit of everyone unable to attend the 
AGM, a written version of the talk was published in 
C&I Issue 209 (December 2024). 

In just a couple of years AI technology has 
exploded across the world, its presence being felt 
across many spheres of activity, not least within 
education and libraries. We’ve all heard stories of 
students using it to write essays, and it being more 
difficult for academics to spot where it has been 
used. However, increasingly, librarians are the ones 
who are providing guidance on how AI tools can 
best be utilised – not to write essays, of course, but 
for project tasks, and evidence synthesis, for 
example. AI is also reaching the realms of 
metadata work, so in this issue we will hear how a 
range of teams and individuals are engaging with 
AI within cataloguing and metadata activities.

Our first article by Tanya Izzard discusses Book 
indexing and generative AI.  Izzard explores the 
possible application of AI to book indexing, after 
first giving an overview of human indexing 
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processes. In addition to looking at the results of using AI for indexing, legal and 
contractual barriers are also highlighted.

Steven Hartshorne looks at Manipulating rare print metadata with ChatGPT at the 
University of Manchester library. A trial was undertaken to upgrade existing MARC 
records to make them DCRMR compliant using ChatGPT with mixed results.

Benjamin Cornish and Ben Scott from the National History Museum discuss the issue 
of linking print article records (child) to print journal (parent) records in their article 
entitled Identify, Obtain, Explore - Using NLP to link article and journal records in the NHM 
library catalogue.  Facing a large backlog of unlinked article-level records, they utilised 
natural language processing (NLP) methods in a two-stage pipeline to automate the 
process of embedding links in their records.

Sheldon Korpet and Nathalie Rees’s paper is on Augmenting cataloguers: planning an 
AI agent to generate MARC21 records and looks at the planned development of an AI 
agent to assist with the generation of catalogue records at Manchester Metropolitan 
University, where there is no full-time cataloguer. As with all the articles, the 
importance of maintaining human oversight is emphasised alongside ethical 
implications.

Finally, Fran Frenzel from the London School of Economics and Political Science takes 
a critical look at the technical and ethical issues with using generative AI in metadata 
and cataloguing work.

This issue also includes three book reviews of recent topical titles.

Hopefully, readers will find the articles in this issue informative as they address some 
of the processes that generative AI can be used for within cataloguing and metadata 
creation. If you are inspired to tackle a project of your own as a result of reading about 
where others are leading, please get in touch and share your processes.

Our September issue will focus on non-MARC cataloguing – from BIBFRAME to 
repository work, and a broad spectrum in between. Do contact the editors 
(catalogueandindex@gmail.com) or make a submissions through our journal platform 
(https://journals.cilip.org.uk/catalogue-and-index/about/submissions) if you wish to 
contribute.

Karen F. Pierce & Fran Frenzel, June 2025
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ABSTRACT

Artificial intelligence is now incorporated into many systems and processes, including 
within the publishing sector. In this article, I consider its application to book indexing. 
Following an overview of human indexing processes and existing indexing technology, I 
report on the results of experiments with the use of generative AI tools for indexing and 
related tasks. Currently, such tools create inaccurate and limited indexes, suggesting 
there is limited benefit in using such tools for book indexing. I also note some of the legal 
and contractual barriers to publishing freelancers’ use of generative AI tools in their work.
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Introduction

As generative AI becomes more prevalent and embedded, it is increasingly seen as 
the solution to many tasks. Book indexing is no exception. Publishers have embraced 
AI tools in many aspects of their work, particularly management of metadata, 
marketing and text editing, benefiting from the associated productivity gains 
(Publishers’ Association, 2020, pp. 23–5). One of the most frequent questions indexers 
hear is “Can’t a computer do that?” Now, this has been updated to an expectation that 
AI will soon be able to index a book. In this paper, I provide a short overview of the 
indexing process and current use of technology in indexing, before describing the 
performance of generative AI tools (chatbots) at indexing tasks, and the problems and 
limitations of this performance.

Human indexing processes

Before investigating the implications of technology for book indexing, it is worth 
summarising the processes and skills that go into human indexing. An index can be 
defined as a map of a book, which abstracts and summarises the information in a book 
and represents it in a way that readers can recognise and navigate (Duncan, 2021, pp. 
3–4). Indexers create such maps using acquired indexing skills and complex cognitive 
processes. An indexing training course, such as that of the UK Society of Indexers, will 
give a “grounding in the basic principles of indexing needed to produce useful, well-
structured indexes and is designed to develop the skills essential for commercial 
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indexing” (Society of Indexers, no date). To create an index, professional indexers will 
undertake all the following tasks:

• identify the readership
• identify key words, topics and concepts
• group similar terms together in the index
• determine and assign hierarchies
• check consistency, spot and correct errors
• create a useful index structure with cross-references and double posting 

(adapted from Abbott and Calvert, 2007, p. 154)

To do this, they use higher cognitive functions including language skills, 
understanding and analysis, memory and recall and informational organisation 
(Abbott and Calvert, 2007, pp. 158–9). Indexers bring to each project their 
understanding of the context of the text and an empathy for its potential readers and 
their needs (Mulvany, 2005, p. 15). Indexing requires the indexer to make hundreds or 
thousands of decisions as an index is built, based on the text, its context and its 
readers. An index is made by humans for other humans to use.

Existing technology for indexing: indexing software and automated indexing 
options

When the Society of Indexers was formed in 1957, indexing was a manual process, 
involving the use of cards to create an index which could be typed up into its final form. 
Since the early 1980s, however, software has been available for indexers to use in their 
work (Coates, 2009, pp. 168–70). The software packages available all work in very 
similar ways, essentially allowing the indexer to create the index in a database; they 
can then manipulate and interrogate this database to produce the index in the final 
form they require. Indexing software improves index accuracy and speed of 
compilation: it remembers headings so they only need to be entered once; it includes 
error scan functions to alert the indexer to common problems such as long strings of 
locators; it has options to specify punctuation, layout and sort order required by the 
client so these are applied consistently. Changes to the text or to the index 
presentation can be accommodated with a few adjustments to the software. However, 
it cannot automate index production; as in 1957, this is still done by the indexer 
reading the book and making decisions about what to include in the index and how to 
represent it.

Specialist forms of indexing software also allow the creation of embedded indexes. 
An embedded index is incorporated into a Word, InDesign or other XML text using field 
codes, which allow the production of an index with accurate page numbers, regardless 
of how the text is typeset or presented (Lamb, 2005, p. 206). This process can also 
create active hyperlinked indexes in eBooks. Embedded indexes, however, are not 
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automated indexes; they are created through the same indexing processes described 
above, although the software used and the outputs may be different.

There are existing automated indexing tools that will extract potential indexing 
terms from a document and create a draft index to be edited. These are relatively 
lightly used by indexers, however, as the output often requires more work than 
indexing the text from scratch would involve. An example of the raw output from an 
automated indexing tool can be seen in Dennis Duncan’s Index, A History of the where 
it can be compared with the human-produced index for that book (Duncan, 2021, pp. 
303–7).

None of these technologies currently incorporate AI; while they all include aspects of 
automation – whether the error scanning or embedding of indexing software, or the 
machine term selection of automated indexing tools – they still all rely on a human 
indexer to create the final version of the index.

AI chatbots: indexing and related tasks

Thanks to the advent of chatbots, we can begin to test AI’s indexing capabilities. 
Through uploading proofs or a manuscript to a chatbot such as ChatGPT, Claude or 
Gemini, could the chatbot analyse the text as an indexer would, and produce a usable 
index? Or could it assist indexers by creating other useful outputs?

Chatbots are a form of generative AI that draw on Large Language Models (LLMs), 
vast neural networks that are trained on large datasets through Machine Learning to 
recognise patterns in language and generate appropriate responses. Chatbots access 
and utilise information from LLMs, which process language through components in 
the transformer architecture which work together as an integrated system. An AI tool 
like a chatbot can require hundreds or thousands of these components, all performing 
different actions. Chatbots produce responses after the user submits a query, known 
as a prompt (definitions derived from Ong and Fatima, 2023). When asked a question, 
a chatbot is responding algorithmically to predict and create the most likely answer, 
rather than providing an answer based on rational judgement (Hicks, Humphries and 
Slater, 2024, p. 38).

Since January 2024 I have made several tests of the indexing capacities of chatbots 
(Izzard, 2024a, 2024b, 2025). Using the standalone chatbot Claude, and the inbuilt 
Adobe AI assistant, I experimented with some para-indexing tasks – creating text 
summaries and lists of keywords that could be used as checklists – and with the 
creation of indexes. These tests were based on short texts in the public domain. 
Summaries could be useful to indexers in their work, clarifying the main topic of a 
section of text before the indexer investigates more closely to identify indexable 
content. And checklists could be used to confirm that all significant instances of 
personal names, for example, had been included in the index. The prompts I used for 
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these tasks were kept deliberately simple, to test the extent to which the chatbots 
could recognise and model an index.

Both Claude and Adobe AI Assistant were able to produce summaries and lists of 
keywords, although both have their limitations. While both would attempt the 
production of an index to a short text, these outputs had more significant issues, and 
I discuss these in more detail in the next section.

AI and indexing: problems and limitations

In terms of the production of summaries, Claude in particular is able to produce 
reasonably accurate summaries of short texts (Izzard, 2024b, p. 388, 2025). Adobe AI 
Assistant’s outputs were less useful, at least at the time of running these tests in 
summer 2024 (Izzard, 2024b, p. 389). Both had issues with accuracy and with 
introducing errors, so do not function usefully as a substitute for reading the text. But 
they may be of use to indexers seeking a quicker way into a text.

Both chatbots found it easier to suggest keywords or indexing terms, and to create 
checklists of proper names (Izzard, 2024b, pp. 389–390). Again, there were issues with 
completeness and accuracy, so the indexer using these tools to create checklists would 
need to verify their accuracy before making use of them.

When prompted to create an index, neither chatbot performed well. There were 
issues with format, layout and punctuation; page numbers were not reliably accurate; 
alphabetisation was incorrect or absent altogether. The chatbots could not pick up 
implicit discussion of concepts or people not named in the text, and could not draw 
together index entries for synonymous terms (Izzard, 2024b, pp. 392–393). Without a 
thorough reading of the text, the indexer could not be sure that all significant topics 
had been included in the index. For any of these tested activities, there is not an 
obvious productivity gain for the indexer in the use of AI chatbots; without a detailed 
understanding of the text, it is not possible to know whether AI outputs are reliable, 
and so they cannot be relied upon to produce the level of comprehensiveness and 
accuracy required for a published index.

The issues with reliability and accuracy stem from the predictive way in which 
chatbots work. Unlike a human responding to a question, analysing the evidence and 
developing the answer, the chatbots are trying to predict the most likely response to 
the prompt, based on an algorithmic process. Chatbots perform well when making 
data-driven decisions, but are less successful when faced with ambiguity or complexity 
(Coney, 2025).

Other factors also limit the use of AI tools by indexers and other publishing 
freelancers. Contracts with clients already prohibit the sharing or circulation of 
manuscripts and proofs; it is unclear whether uploading these to a chatbot would 
constitute a breach of that contract, and may vary depending on the AI tool and the 
jurisdiction concerned (Ferraro et al., 2023). Building on this, some publishers have 
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now included in their contracts a prohibition on freelancers using any AI tools. 
Additionally, there are complexities in the law of copyright for AI-produced content, 
and the ownership of this is currently unclear (Guadamuz, 2024).

Conclusion

Although book indexes and indexers have benefited from previous technological 
developments that created software to make indexing quicker and more consistent, 
no such benefit can yet be derived from AI tools. Currently, AI tools do not perform well 
enough at indexing tasks to allow any significant productivity gains. As with existing 
automated indexing tools, indexing expertise and a sound understanding of the text 
being indexed are still required to create a successful index. Additionally, there are 
legal and contractual barriers to the use of such tools by freelancers.

Particularly inimical to the production of good indexes are the reliability and 
accuracy issues common to chatbots. To be useful to its human readers, an index must 
be both reliable and accurate. And it must be constructed with their needs in mind. As 
things stand, the answer to the question “An index? Can’t a computer do that?” 
continues to be “No”, despite the rapid advances of AI technologies.
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ABSTRACT

This is an account of a small-scale trial to evaluate the potential application of AI in the 
upgrading of existing MARC records, specifically using ChatGPT-4 to render records 
DCRMR compliant. The trial was informally structured and as such the findings are neither 
comprehensive nor entirely conclusive. However, they do demonstrate the difficulties 
generative AI has in producing consistent and accurate records, especially with regard to 
describing the copy-specific elements particular to rare print materials. The principal 
conclusion of the trial is that while there are effective existing metadata tools to assist in 
upgrading records, AI may have applications in improving their usability and streamlining 
the involved processes. 
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Background

Shoichi Taniguchi’s 2024 study Creating and Evaluating MARC 21 Bibliographic Records 
Using ChatGPT examined the opportunities for and feasibility of the use of AI in 
cataloguing and metadata and content creation. That study ultimately concluded that 
“although ChatGPT was promising as an assisting tool for human cataloguers, it 
struggled with complex bibliographic patterns and nuanced cataloguing rules.” 
(Taniguchi, 2024) With that less than ringing endorsement in mind, in Autumn of 2024 
myself and a colleague here at the University of Manchester Library’s Special 
Collections were fortunate enough to be given access to ChatGPT with the mandate to 
“run wild with the features” and explore ways in which we might be able to make best 
use of its large language model generative AI functions within Special Collections. 

We decided instead to explore the viability of applying AI to cataloguing and 
metadata management, especially in areas where existing tools and processes had 
potential for improvement. At first glance, the nuances and complexities of rare book 
and archival cataloguing wouldn’t seem fertile ground for AI experimentation: 
materials are catalogued item in hand, with details of provenance and custodial 
history, unique elements and copy specific features being recorded for almost every 
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item in the collection. One area we did think might be suitable for the application of AI 
was the bulk upgrading of existing records.

Upgrading basic records

As you would expect with a large historical collection, we aspire to upgrade all 
records for Special Collections print items to the DCRMR1 standard. Many of our 
records, especially those imported from legacy library management systems, are 
some way from being DCRMR compliant and require the appropriate changes to MARC 
fields, subfields, descriptive terminology and punctuation.

There are already products which can assist with this task. For example, the RDA 
Helper tool available within MarcEdit enables a cataloguer to modify the 040 field, add 
the 100 $e relator subfield and the 336, 337 and 338 fields, as well as correct and 
amend the 260 field. This goes some way to upgrading records to the DCRMR 
standard, but I wanted to see if generative AI could produce similar (or improved) 
results.

To ensure a consistently poor standard of data to experiment with, I used records 
from a non-native cataloguing project, where basic records were created in Excel, 
compiled into MARC using MarcEdit and imported into our LMS (Alma). These records 
lacked several key fields, such as the aforementioned Content, Media and Carrier Type 
designators for RDA and subfields, such as the Relator subfield.

Uploading the non-DCRMR Record

In the first instance I asked ChatGPT to make the record below “compliant with the 
DCRMR standard”. (You will notice the inclusion of pleasantries in my questions; my 
experience with ChatGPT has been that it works better when you ask politely!)

Please can you make the MARC record below compliant with the DCRMR 
cataloguing standard:
LDR 00685nam a2200181Ia 4500
001 992988335996601631
005 20250526200530.0
008 240805n xx 000 0 und d
110 2_ |a William Sessions Ltd.
245 14 |a The Estimator.
250 __ |a 9th edition.
264 _1 |a York : |b The Ebor Press
300 __ |a 131 pages : |b illustrations ; |c 15 cm
500 __ |a Errata slip inserted before title page.
561 __ |a UML copy at R241403: Inscription "G 61606 presented 
by Mr Ainsworth" on title page verso. |5 UkMaJRU

1 Descriptive Cataloging of Rare Materials (RDA Edition), see https://rbms.info/dcrm/dcrmr/
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591 __ |a UML cataloguing note: Provisional record created as 
part of retrospective cataloguing project. |5 UkMaJRU
650 _0 |a Printing.
700 1_ |a Ainsworth |c Mr. |5 UkMaJRU

11

Figure 1: The title page recto of “The Estimator”
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Figure 2: The title page verso of “The Estimator”
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Within 4 seconds, it produced a new record, prefaced by a short explanation to 
demonstrate that it had understood my instructions and knew what I was asking it to 
do:

Here is a revised MARC record that has been adjusted to align with the 
DCRMR (Descriptive Cataloging of Rare Materials (RDA-compatible))
standard. DCRMR emphasizes attention to detail in transcription (such as 
retaining original punctuation and spelling), physical description, and 
provenance notes. Edits are based on DCRMR principles such as 
transcribing what is seen (e.g. punctuation, abbreviations), fuller physical 
description, and formalized access and provenance notes.
LDR     00735nam a2200205 i 4500
001     992988335996601631
005     20250526200530.0
008     240805n####xxxx#####000#0#und#d
110 2_  William Sessions Ltd.
245 14  The Estimator / |c [published by] William Sessions Ltd.
250 __  Ninth edition.
264 _1  York : |b The Ebor Press, |c [not before 1940?]
300 __  131 pages : |b illustrations ; |c 15 cm
500 __  Errata slip inserted before title page.
500 __  Publisher statement taken from title page verso.
561 __  University of Manchester Library copy: Inscription "G 
61606 presented by Mr Ainsworth" on title page verso. |5 UkMaJRU
583 __  Provisional record; retrospective cataloguing project. 
|5 UkMaJRU
650 _0  Printing.
700 1_  Ainsworth, |c Mr., |e donor. |5 UkMaJRU

As you can see by comparing the original and amended record, ChatGPT had made 
several changes and additions. For transparency it showed its working out 
immediately following the production of the record in its Key Changes Explained 
report.

This described the additions to the 245, 264, 500 and 700 fields:

245 Field
• DCRMR requires fuller transcription where possible, so I’ve included 

the publisher in the statement of responsibility if it appears 
prominently.

• Subfield |c added per DCRMR guidance on responsibility or attribution 
if the publisher's name appears in that context.
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264 Field
• Added an estimated date range using "[not before 1940?]" if a 

publication date is unknown, as encouraged by DCRMR.
• You may change this to a precise date or a more refined estimation if 

known from provenance or typographic evidence.

700 Field
• Expanded to include relator term "donor" in |e as per DCRMR and RDA 

conventions.
• Formatted as Ainsworth, Mr. following RDA/DCRMR treatment of 

names when only limited information is known.

And the alterations to the 008, 250, 561 and 591 fields:

008 Field
• The field was minimally updated. If date or language can be verified, 

these should be added, e.g. eng for English and estimated publication 
year range if known.

250 Field
• "9th edition" changed to "Ninth edition." Spelled-out form preferred 

under DCRMR unless abbreviated on the source.

561 Field
• Rewritten to conform with DCRMR’s conventions on provenance notes: 

name of institution at start, use of quotation marks for inscriptions, 
and clarity on where the inscription appears.

583 Field
• Changed from 591 to 583 for standardization; 591 is local and 

deprecated in RDA/DCRMR practices. 583 is the correct field for 
internal cataloguing actions.

Errors, Omissions and Hallucinations

Straight away I identified problems with the record produced by ChatGPT: the 
Content, Media and Carrier Type designators for RDA (the 336, 337 and 338 fields) were 
absent, as was a 040 Cataloguing Source field.

There was a subtle change to the wording of the 561 field, with the abbreviation 
“UML” rendered fully as “University of Manchester” in keeping with DCRMR 
conventions. Similarly, the text for the cataloguing note used in the local field 591 
(amended to 583) was changed.

14
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Perhaps more worryingly were the fabrications and phantom operations. Even with 
a seemingly simple record, there is always the danger of “hallucinations”: the tendency 
of large-language model AIs to include plausible, but completely fictitious elements 
within its responses. In the example above, in addition to an inferred date included in 
the 264 field, a 500 General Notes field was added to the record. 

Figure 1 shows the limited information available to the original cataloguer from the 
work’s title page.

It may have been that ChatGPT inferred that records like this should include a General 
Note and therefore added it to make it more congruent (if not compliant) with other 
records it looked at. It may also be that it made a logical, if unsupported, deduction 
about the location of the publishers’ information; either way, the additional 
information was clearly a hallucination.

Perhaps one of the oddest Key Changes it described was to the 300 field, where no 
changes were necessary, nor indeed made:

300 Field
• Standardized per DCRMR guidance, with spacing and punctuation 

normalized (e.g. space before colon).
• Spelled out “illustrations” per DCRMR.

Checking ChatGPT’s Working Out

One of the advantages of AI is that you can ask why it makes the decisions it does, 
so I queried its inclusion of an additional 500 field and where it derived the content 
from. The answer given was:

500 __ |a Publisher statement from title page verso.
• Source: Inferred based on DCRMR guidance and your original MARC 

record structure:

264 _1 |a York : |b The Ebor Press
• There was no publication date or formal statement clearly cited.
• Given the absence of a full publisher statement in the original 

245 $c, and that William Sessions Ltd. is both the corporate author 
and likely publisher, the note helps clarify where this information 
was derived from.

• Justification:
• DCRMR encourages cataloguers to indicate when key 

bibliographic elements (like publication or imprint information) 
are taken from somewhere other than the title page.

15
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• Benefit: This makes the cataloguing process more transparent and 
helps users and future cataloguers assess the reliability of the 
bibliographic transcription.

After admitting that it was somewhat of a guess, ChatGPT magnanimously 
conceded:

If the second 500 is not needed (e.g. if the publisher is explicitly named on 
the title page), you can drop it. Let me know if you'd like to adjust that 
based on the actual item in hand!

As can be seen in Figure 2, the title page verso contains no publisher information, 
imprint or edition statement, though it does include the presentation inscription and 
original accession number described in the 561 field.

Overcorrections and deviations

In addition to the problems outlined above, there were also issues with some fields 
where it had made corrections and some of the elements of our “House Style” had 
been corrected or removed.

I provided it with an exemplar record and asked it to revise the original record in line 
with the “House Style” evidenced in the second record. I didn’t give it any prompts or 
clues and left it to its own devices.

The exemplar I supplied included the 336, 337 and 338 fields and the institutional 
style for the 561 fields, in particular the wording “UML [University of Manchester 
Library] copy at:” followed by the shelfmark, which prefaces any copy-specific 
information in the record.

Please could you revise the previous record using the record below to 
make it more compliant with our house style:
LDR 02054nam a2200445 i 4500 
001 992976216120601631 005 20190617223224.0 
008 880509s1820 enk 000 0 eng d 
035 __ |a (OCoLC)1088348793 
038 __ |a OCoLC 
040 __ |d OCoLC |d UtOrBLW |e rda |b eng |d UkMaJRU 
043 __ |a e-uk-st 
100 1_ |a Thomson, John, |d 1765-1846, |e author. 
245 13 |a An account of the varioloid epidemic which has lately 
prevailed in Edinburgh and other parts of Scotland : |b with 
observations on the identity of chicken-pox with modified 
small-pox, in a letter to Sir James M'Grigor ... / |c by John 
Thomson. 
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264 _1 |a London : |b Printed for Longman, Hurst, Rees, Orme, 
and Brown, |c 1820. 
300 __ |a 4 unnumbered pages, 322, 78 pages ; |c 22 cm 
336 __ |a text |b txt |2 rdacontent 
337 __ |a unmediated |b n |2 rdamedia 
338 __ |a volume |b nc |2 rdacarrier 
500 __ |a Errata leaf inserted at end. 
561 __ |a UML copy at F9.634 T31: Previous shelfmark: GO1914; 
MS inscription on half-title: with the best regards of the 
author; MS inscription on front fly-leaf verso: Cha[rle]s Clay 
M.D. / 1857; MS inscription on front paste-down: T.W. [Thomas 
Windsor] Feb. 1861. |5 UkMaJRU 
650 _0 |a Smallpox |x Epidemiology. 
650 _0 |a Chickenpox. 
650 _0 |a Smallpox |x Disease outbreaks. 
650 _0 |a Smallpox |z Scotland. 
651 _0 |a Scotland |x Disease outbreaks. 
700 1_ |a Windsor, Thomas, |d 1831-1910, |e associated name. |5 
UkMaJRU 
700 1_ |a Clay, Charles, |d 1801-1893, |e former owner. |5 
UkMaJRU 
752 __ |a England |d London

As before, ChatGPT summarised what it was doing:

Based on your house style as demonstrated in the model record, I've 
revised the previous MARC record accordingly to align with:

• Enhanced provenance description in 561 fields.
• Fuller MARC21 compliance with 336, 337, 338 fields using RDA terms.
• Standard identifiers and codes (040, 043, 035, 038 etc.).
• Authority-style headings and relator terms (e.g. |e author, |e 

former owner, etc.).
• Standard note handling (500, 561), replacing deprecated fields like 

591.

And then provided a “House Style Compliant” record:

LDR     02090nam a2200457 i 4500
001     992988335996601631
005     20250526200530.0
008     240805s19uu    xxk||||| |||| 00| ||eng d
035 __  |a (UkMaJRU)992988335996601631
038 __  |a UkMaJRU
040 __  |a UkMaJRU |b eng |e rda |d UkMaJRU
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043 __  |a e-uk-en
110 2_  William Sessions Ltd., |e publisher.
245 14  The Estimator / |c by William Sessions Ltd.
250 __  Ninth edition.
264 _1  York : |b The Ebor Press, |c [not before 1940?]
300 __  131 pages : |b illustrations ; |c 15 cm
336 __  text |b txt |2 rdacontent
337 __  unmediated |b n |2 rdamedia
338 __  volume |b nc |2 rdacarrier
500 __  Errata slip inserted before title page.
500 __  Publisher statement from title page verso.
561 __  UML copy at R241403: MS inscription on title page verso: 
"G 61606 presented by Mr Ainsworth". |5 UkMaJRU
650 _0  Printing.
700 1_  Ainsworth, |c Mr., |e donor. |5 UkMaJRU
752 __  |a England |d York

It further produced a field by field breakdown of the changes and additions it made 
in order to match the previously generated record, though it makes no mention of the 
deletion of the 583 field (local cataloguing note):

Identifiers and Source
• 035, 038, and 040 fields added following your style—using institutional 

MARC code and standard structure.

Geographic Area Code
• 043 __ |a e-uk-en added to specify England, consistent with UK locality 

indicators in your sample.

Content/Media/Carrier
• Added:

• 336 __ |a text |b txt |2 rdacontent
• 337 __ |a unmediated |b n |2 rdamedia
• 338 __ |a volume |b nc |2 rdacarrier

These match the format used in your example.

Provenance (561)
• Formatted to describe manuscript inscriptions precisely, using 

abbreviations like "MS" and clear shelfmark notation (e.g. "UML copy 
at..."), in keeping with your internal standard.

Authorized Access Points
• Corporate name in 110 with |e publisher
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•  Personal name (with unknown forename) in 700 with |e donor

Place of Publication (752)
• Added 752 __ |a England |d York for geographic hierarchical access.

ChatGPT also gave me the option of adding authority control or identifiers (e.g. VIAF, 
ISNI), though the results of similar trials elsewhere would indicate that results have 
been inconsistent to say the least (Taniguchi, 2024) and would perhaps create more 
quality control issues to be resolved.

Conclusions

As you can see from the “House Style Compliant” example above, while the record is 
undoubtably improved, there is still a process of correction and amendment. In my 
initial examples, I forced the AI to work somewhat blind: applying what it knew of 
DCRMR to a single record with no other context. This can potentially be mitigated by 
training ChatGPT to be more consistent and follow set rules, such as providing 
templates, cataloguing rules or exemplar records. This, alongside a more structured 
comparison of AI generated output against MarcEdit’s record upgrade capabilities will 
be the next phase of our experimentation.

When presenting my results to my colleagues, I was clear that I wasn’t expecting 
ChatGPT to catalogue; the involvement of AI in this process is perhaps more accurately 
described as metadata manipulation. This in itself is not an entirely new process: 
programs such as MarcEdit and OpenRefine have been enabling us to do this for some 
time. Both MarcEdit and OpenRefine are powerful and adaptable tools to manipulate 
metadata at scale and volume, and have the unassailable advantage of providing 
consistent and repeatable results without resorting to inferences and hallucinations. 
For this reason, at this stage I remain sceptical of the usefulness of AI in this particular 
area.

The natural language UI of ChatGPT does, however provide users with a simpler and 
more intuitive way to perform these metadata manipulation tasks and perhaps a way 
forward is to synthesise the ease of use and interactive features of AI platforms with 
the hard-wired consistency and reliability of machine-coded software. 
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ABSTRACT

This paper addresses the critical need to link related records in library catalogues, 
particularly for aggregated volumes and serial articles in physical collections, to enhance 
user access and discoverability. The Natural History Museum (NHM) Library, facing a 
significant backlog of unlinked article-level records within physical journal holdings, 
developed a semi-automated solution. We outline a two-stage pipeline utilising natural 
language processing (NLP) and record linkage techniques to automate the matching of 
article (child) records to journal (parent) records. This approach, leveraging title similarity 
and metadata extraction, achieved 60% accuracy against a previously-linked dataset. We 
discuss the challenge article level records can present and how such computational 
methods can optimise metadata workflows, allowing human effort to be redirected to 
more complex tasks and improving access across vast collections with limited resources.
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Relating records in a library catalogue can be achieved in several ways. Traditionally 
this would be via the use of authority files, access points and controlled vocabularies. 
Such relationships in modern Library Management Systems (LMS) allow users to 
navigate between records to find material by the same author or on the same subject. 
The Library Reference Model (LRM) – the conceptual basis for Resource, Description 
and Access (RDA) - highlights 5 users tasks which “confirm its outward orientation to 
the end user’s need” (Riva, Le Bœuf, Žumer, 2024, p. 15). Related records are mostly 
concerned with meeting the explore user task defined as allowing users to “discover 
resources using the relationships between them and thus place the resources in a 
context” (Riva, Le Bœuf, Žumer, 2024, p. 15). 

In some cases however, relating records in a catalogue is arguably more integral and 
is required for the user to obtain (“To access the content of the resource”) or even 
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identify (“to clearly understand the nature of the resources found and to distinguish 
between similar resources”) a resource (Riva, Le Bœuf, Žumer, 2024, p. 15). This is the 
case for records which have a horizontal relationship, where bibliographic records 
have been created for each work in an aggregated volume, or a vertical relationship, 
such as where bibliographic records have been created for a serial and the associated 
articles published in the serial. 

In this paper we will outline how we have utilised natural language processing (NLP) 
methods to automate the process of finding such relationships in our library catalogue 
and combined with data cleaning tools are in the process of embedding links in our 
records. We will begin by discussing the types of records we are linking, the challenges 
of finding such links and the benefits to users of providing them. We will then lay out 
the process used and results from the project so far. We will conclude by considering 
how this type of work could be extended and how we see this work as leveraging tools 
to allow for human time to be channelled more effectively giving us the opportunity to 
work across many records with limited resources. 

Article level search

The Natural History Museum (NHM) like most research libraries provides access to 
journal articles in two main ways – via physical holdings of the journals the library has 
purchased or via electronic holdings either available open access or via library 
subscriptions.

Until the introduction of so called “Web Scale Discovery Services” (WSDS) article-level 
searching for electronic article was not possible directly from the library catalogue 
(Sonawane, 2017, p. 27). Before WSDS or other federated search facilities to access 
electronic journal articles, a user had to know the title of the journal which could then 
be searched for. A link in the journal record would take the user to the databases which 
held the journal, from which a further search would often be needed to find one’s 
desired article. As Breeding mentions, the problem with this is that “asking library 
users to use one interface to find books and another to perform article-level searching 
adds a level of difficulty” (Breeding, 2007). The introduction of WSDS has changed this 
and the discovery layer of many library catalogues now allow users to search for 
material across a wide variety of resource types. This means any given search of a 
catalogue would likely return a mix of electronically accessible articles and books 
alongside the physical holdings of the library which require in person access.

Searching for articles in journals the library only holds in hard copy was, and 
remains, a challenge from a library catalogue. To find physical articles one has always 
had to use physical indexes or cross reference from online sources. To address this 
limitation some libraries have maintained policies of cataloguing articles in journals in 
certain circumstances, for example the BFI has extensive article level cataloguing 
(British Film Institute, no date). At the NHM we maintained a policy of cataloguing 
articles in journals for articles written by NHM colleagues, are about NHM collections 
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or obituaries of noted natural historians. This was and is beneficial to users at it gave 
them more resources in one place to search from, preempting the obvious benefits of 
WSDS. 

Relating Serial and Article records

Since 2017 the NHM has been using Alma as its Library Management System and 
Primo VE as its Discovery layer. Alma introduces a three-tiered inventory management 
model for physical titles as follows (Ex Libris, no date a):

• Bibliographic records – Marc21 records describing the bibliographic content of 
the material sitting in a 1:many relationship to –

• Holding records – Marc21 records recording the location of the material and 
its call number sitting in a 1:many relationship to – 

• Item records 

For the purpose of this project we are interested in two sets of records which we can 
refer to as parent and child records. The parent records are the serial records. These 
are bibliographic records providing the metadata for the physical journal holdings, 
holding records describing where runs of journals are held and requestable item 
records for each volume or issue of the journal (see Figure 1). Related to these are child 
records. These are bibliographic records providing the metadata for articles in the 
physical journal collections. The issue comes from the fact that these records also have 
holding and items despite the fact that they are not themselves "held” anywhere as 
they are component parts of their respective parent records. 

There are several issues with the situation as it stands. Firstly, as the records are 
currently unlinked they are only related via the pressmark as it stood in 2017 and the 
citations in the article bibliographic records indicating which journal title they 
belonged to. This has meant that if journal holdings are moved there is very little hope 
of maintaining access via an article level search. Secondly, our previous system lacked 
a concept of a holding. In the move to Alma it was decided that these article level 
records, monographic as they were (i.e. they are records for single articles) should sit 
at monographic holdings, separating them further from the serial records to which 
they belong. For example, an article level record for an article in the Journal of Zoology 
might be sitting on a different holding than the journal in which it resides. Thirdly, 
there is a real mixed quality of citations provided in the article records. These citations 
are often abbreviated, could use journal titles which are not the main entries in our 
catalogue and thus cannot be cross referenced easily, and may be in MARC21 fields not 
actually displayed in Primo VE. Finally, these records were not necessarily correctly 
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identified as articles by Primo VE which would confuse the user even further1. All this 
has meant that, although there is a huge potential benefit to the user of having these 
records in the catalogue, this material is often very hard to find and obtain. 

Since the move to Alma we have been addressing this problem on a record-by-record 
basis – utilising the MARC21 773 field to add title and, where available, barcode and 
bibliographic ID (MMSID) to relate the article and serial records. Alma takes the 
information entered in a 773 and will use this to generate holdings information on the 
part record. Which means that once a 773 is added with item level information it will 
display on the article record in Primo and hence direct the user to the serial volume 
they require (see Figure 2). 

 This link also means that if this serial is moved or another enumeration is updated, 
it won't affect the link, meaning a dynamic connection can be maintained. This is an 
elegant solution and, in this system, has discovery benefits. However, it is quite labour 
intensive as it requires work across item, holding and bibliographic level records. We 

1 This is down to a quirk of how Alma and PrimoVE recognise articles and a misreading of the MARC21 
guidance on the a vs. b indicator in LDR/07. The table detailing how the Primo VE article resource type 
is mapped from MARC21 LDR/07 bibliographic level indicates that the only value that will generate a 
resource type of article in Primo VE is “b” – serial component part (Ex Libris, no date b). 
However, this refers to a serialised component such as an editorial in a newspaper rather than a 
component part of serial. The value of “a” – monographic component part – should also be a valid 
mapping to the article resource type and indeed the vast majority of articles in journals are themselves 
monographic, so would be properly encoded as LRD/07 = “a” (Library of Congress, 2016).
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have calculated that it takes approximately 10 minutes to complete each link. As there 
are approximately 100,000 links to make, simply working through them manually 
would take over 5 years of work which is clearly not ideal!

To try and work through this issue we have established some semi-automated 
approaches using the functionality of Alma to delete items and holdings en masse. 
However, the application of linking the child record to the parent’s based on the 
citation has always proved elusive. It was this that lead us to thinking about some more 
computational approaches and to contact the NHM’s AI team.

Working with the AI Team

We developed a two-stage pipeline to link child records with their corresponding 
parent records (e.g., journals or series) using natural language processing and record 
linkage techniques (de Bruin, 2023). The goal was to match child items with 
appropriate parent candidates based on title similarity and associated metadata, 
including information such as year of publication, volume, and issue number.

Stage 1: Metadata Extraction and Normalisation

The initial step involved normalising and extracting structured metadata from both 
parent and child datasets. In the parent dataset, metadata was embedded within a 
free-text description field. This field was parsed using a rule-based NLP pipeline built 
on the spaCy library (Honnibal, Montani, Van Landegem and Boyd, 2024) specifically 
employing the Matcher component to identify patterns corresponding to metadata 
elements such as volume numbers, publication years, and issue identifiers.

In the child dataset, titles and the 773 field were similarly parsed. The series titles 
were processed using the same spaCy-based rule system, while additional metadata 
embedded in the 773 field was extracted using regular expressions. All titles were 
normalised (e.g., lowercasing, punctuation stripping), and any metadata extracted was 
retained as key-value pairs for downstream matching.

Stage 2: Candidate Matching and Best-Fit Selection

The second stage focused on identifying the most likely parent record for each child 
item. This was carried out using the RecordLinkage library, which provides tools for 
probabilistic and deterministic record linkage (de Bruin, 2023).

We applied a hybrid fuzzy matching strategy that leveraged both Jaro-Winkler 
similarity and partial ratio string matching (Bachmann, 2024). For each child title, 
candidate parent records were selected if they had either:

• The highest Jaro-Winkler similarity to the child title, or 
• The highest partial ratio similarity, provided their Jaro-Winkler score was 

within 0.2 of the top match.
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This ensured tolerance for partial or noisy matches without sacrificing precision. 

Among the shortlisted candidates, a deterministic matching step compared each 
child record's structured metadata against that of the parent candidates. This 
comparison was conducted using a strict multi-field match: any candidate for which a 
field (e.g., volume, year) did not match the corresponding child field was excluded. If 
multiple candidates passed this filter, the candidate with the highest number of 
matching fields was selected as the best match.

Evaluation and Performance

To assess the performance of the parent-child linking system, a manually curated 
gold-standard dataset was assembled by the library team. This dataset comprised 
approximately 3,000 child records that had been manually linked to their 
corresponding parent journal entries. The pipeline achieved an overall accuracy of 68% 
when evaluated against this gold-standard dataset. Accuracy was defined as the 
proportion of child records for which the system’s predicted parent matched the 
manually assigned parent. This result suggests that the title-based matching 
combined with deterministic metadata comparison performs reasonably well in 
structured contexts.

When applied to the full, real-world dataset — for which no gold-standard manual 
labels were available — the system yielded predictions for approximately 60% of child 
records. Analysis of the remaining 40% of unmatched cases revealed that the series 
title in the child record did not sufficiently resemble any parent title, resulting in no 
candidates being passed forward to the deterministic metadata comparison stage. 
This points to limitations in the fuzzy matching threshold and strategy, which may fail 
to accommodate certain types of string variation, abbreviation, or inconsistency.

Despite these limitations and given the amount of records that we need to work 
with, these matching percentages are excellent and we are currently working on ways 
to try and improve the matching with some human tweaking and intervention. Once 
the model has output its predicted links, we can update our records utilising a 
combination of MarcEdit and OpenRefine to add 773 fields to each child record, linking 
it to its respective parent item. We can then run jobs in Alma to remove the item and 
holdings records associated with these child records. What we are left with are article 
records linked both in the bibliographic record but also through inventory, thus 
allowing our users to find and request the precise volumes they need to conduct their 
research (see Figure 2 above). 

Conclusion

This paper has demonstrated a practical and effective approach to addressing a 
long-standing challenge in the NHM’s library catalogue: linking of article-level records 
to their parent journal holdings. The traditional manual process of creating these vital 
connections was prohibitively time-consuming, posing a significant barrier to user 
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access and efficient resource management. By developing a two-stage pipeline 
leveraging natural language processing and advanced record linkage techniques, we 
have successfully semi-automated this complex task.

This project not only enhances the discoverability and obtainability of valuable 
research materials for our users but also provides a dynamic, resilient linking 
mechanism that adapts to changes in physical holdings. More broadly, this work 
exemplifies how computational methods can empower metadata professionals to 
tackle large-scale, repetitive tasks with limited resources, freeing up human expertise 
for more nuanced and strategic cataloguing efforts. We believe this methodology 
holds significant potential for extension to other types of complex record 
relationships, ultimately fostering a more accessible and user-centric library 
catalogue.
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ABSTRACT

This article outlines the planning and development of an AI-powered agent designed to 
assist with generating records at Manchester Metropolitan University’s Library and 
Cultural Services. The team explores the use of Large Language Models (LLMs) and 
Retrieval Augmented Generation (RAG) to automate and enhance cataloguing processes, 
particularly for unique and multilingual materials in the Special Collections Museum and 
Manchester Poetry Library. 

The article discusses technical challenges, ethical considerations, and the importance of 
maintaining human oversight to ensure quality and transparency. It also details the 
system architecture and outlines future goals such as multilingual support and 
automated record enhancement. This project not only aims to improve efficiency but also 
empowers staff through upskilling and deeper engagement with emerging AI 
technologies.

KEYWORDS metadata enhancement; cataloguing automation; AI; Large Language Models; 
Retrieval Augmented Generation

Nathalie Rees      N.Rees@mmu.ac.uk      Manchester Metropolitan University
CONTACT Sheldon Korpet      S.Korpet@mmu.ac.uk      Manchester Metropolitan University 

©2024 The Author(s). This article is licensed under a Creative Commons Attributions 4.0 License (CC BY 4.0)

Introduction

We are part of the Digital Library Team operating within the Library and Cultural 
Services Department at Manchester Metropolitan University. Operating in a team of 
six colleagues, we use WorldCat (OCLC) as our Library Management System supplier. 
Our department has never had a dedicated full-time cataloguer and there is no 
funding for a specialist role.

We catalogue unique and self-published items for our Special Collections Museum 
and multilingual Manchester Poetry Library. However, cataloguing these items is a 
time-intensive process and there are competing demands for our expertise.

mailto:N.Rees@mmu.ac.uk
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mailto:S.Korpet@mmu.ac.uk
mailto:S.Korpet@mmu.ac.uk
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Our aim is to build an AI-powered Agent to assist in the cataloguing process. Albada 
(2025) defines agents as a piece of software, utilising a Large Language Model, to 
undertake a task without explicit instructions to initialise each individual action. The 
system will use an LLM to generate MARC21 format records using RDA standards and 
FAST subject headings. The intent being to improve cataloguing efficiency, reduce 
administrative load and improve item processing times.

While we acknowledge there have been significant AI advancements since 2022, 
cataloguers will continue to oversee the workflow. Ultimately, this AI system will suit 
our library staffing context, freeing staff to undertake innovative digital initiatives, 
such as horizon scanning, programming, and user experience research.

Past Automation Attempts

Previous in-house attempts have been made to automate the cataloguing process 
with various technologies (OCR, FAST API tools, document information extraction). 
However, an end-to-end system has not been implemented before. 

Historically, AI has been rules–based but with the introduction of Large Language 
Models (LLMs) like transformers, it means AI can be flexible and competently dealing 
with natural language input (Gonuguntla, Meghana and Prajwal et al., 2024). We have 
experimented with commercial Generative Artificial Intellgence (GAI) tools like Copilot 
and DeepSeek. However, hallucinations are not uncommon, and staff found the results 
were mixed. Our conclusions were similar to industry findings from OCLC (Urban, 
2024) as a cataloguer needs to read all the metadata generated to spot the mistakes 
as well as ensure it is correct and consistently conforms to our cataloguing processes.

GAI has proven itself capable of creating basic records, especially for popular titles, 
which can then be improved by cataloguers. However, generating DDC or subject 
headings is not always accurate. Creating successful prompts to produce useful 
records can be more time consuming than creating the record from scratch. The LLMs 
can bring in incorrect book information despite being given ISBNs or links to publisher 
pages.

Our aim is to tackle the unique, historic and self-published items we have purchased 
or received as donations to our Special Collections and Poetry Library. Therefore, we 
are looking to create a system capable of handling these items, which may not have 
standard layouts.

Discussion – Concerns, Barriers and Ethics

We will prioritise the accuracy and quality of records produced, mitigating the risk of 
introducing poor-quality records into WorldCat. However, this conflicts with internal 
pressure to get items out onto the shelves quickly, particularly if there is a large 
acquisition order or donation. There is a constant dilemma of whether it is better to 
create complete records in full or get a basic record on our system so items can be 

30



Korpet & Rees Catalogue & Index, 211 (2025)

discovered quickly but has to be revisited and improved later. GAI allows us to 
outsource speed by instantly drafting a record, which then allows staff to focus solely 
on accuracy, rather than searching for details and transcription.

Practical technical barriers to undertaking this activity include:

• staff skills and training 
◦ accessing funding and training resources, 
◦ having the time to learn, 
◦ keep up with advanced IT developments 
◦ building/configuring systems

• AI is a black box
◦ transparency needs to be built into the systems
◦ All models have some bias “baked in” due to how they are created (Resnik, 

2024)
• making machine-readable documents

◦ transcribing cataloguing processes and procedures in detail is time 
consuming

◦ handwritten notes and non-OCR content is a challenge for machines to 
ingest

• I.T. infrastructure
◦ having a laptop with enough computing power or access to a virtual 

machine
◦ getting software purchase approval for pay-for-use tools and online 

platforms
◦ installing software on institutionally managed laptops

Despite the technical barriers, by building a system ourselves we have control over 
the decision making and execution process. A criticism of the recent AI tools from 
publishers includes that the model displays overly broad sensitivity (Tay, 2025). By 
building a custom system, we can control the configuration to meet our requirements. 
Should we find the model is too focused or too broad, we can easily alter the 
parameters of the model.

Additionally, there is a chance OCLC may release a similar Agent to compete with the 
Alma offering that other institutions are currently testing. This would duplicate our 
efforts, but it’s something that we’d like to conceive rather than wait for the market to 
catch up. The main reason is because we can build our values into the Agent. We would 
prioritise the system's transparency and observability, allowing our cataloguers to 
understand how it is operating internally, thus improving usability and enabling user 
insights. This is something suppliers may not have time or inclination to explain.
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We feel quite strongly about the ‘human in the loop’ approach. Cataloguing is not a 
science – anomalies arise, and decisions must be made to standardise record creation 
across staff and time. By having a human acting as a quality assessor who feeds back 
into the system, we aim to achieve two things: 

• Consistency of output - catch errors at the source and ensure a level of 
standardisation across our catalogue.

• Training the agent – by having a human review and correcting AI generated 
records we are giving the system a high-quality dataset, allowing it a chance 
to see high quality records and ‘self-learn’ by embedding these into the vector 
database with domain knowledge

There are fears that AI could take work from humans. While we don’t have full-time 
cataloguers, we believe the role of cataloguer won’t disappear but its nature will 
change. We will still need to retain staff to oversee the operation of the system. 
Records need to be checked, new standards implemented, books physically labelled, 
new training documents written and processed into the system’s knowledge base. We 
should also monitor the functioning of the system. If anything, there is a need for 
change management and upskilling for cataloguers, rather than a risk of 
deprofessionalisation.

Even if we don’t take this system into our cataloguing workflow, it may be decided 
we should evaluate or purchase a similar product when it comes to market. The team 
will already possess the knowledge to critically evaluate technologies underpinned by 
LLMs, having had to think through and attempt the design process. Additionally, we 
also find projects like this often inspire other projects which would have otherwise 
never been discussed.

Technical Systems

Here we will describe two AI Agents. The first was a prototype and the second, 
design plans for a more advanced system with domain information but having access 
to more tools and memory.

Prototype build

We used RAG to give the LLM access to a domain-specific knowledge base. By 
allowing the LLM to access more information, it can aid it to generate an accurate and 
specific answer outside the areas increased in the model training data set 
(Mendelevitch and Bao, 2025). We used RAG to allow the agent to access specific 
information about how we catalogue for our library. LangChain was used as the agent 
framework, Chroma was used as the Vector database and Streamlit as the user 
interface. The system ran in the user's browser.

LangChain gave the document chatbot context, or a role to play. It instructs it to be 
a cataloguer, creating MARC21 format records, using RDA and FAST subject headings. 
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The documents in the vector database detail all our institutional guidance, as well as 
details about MARC and RDA which human cataloguers use (see ‘Information sources’).

While some of the record generated was incorrect (subject headings were formatted 
using LCSH not FAST), the record generated showed enough improvement compared 
to commercial LLMs to decide to explore this technology further. We were impressed 
with the use of fields and noticed that the record was generating fields we often didn’t 
have time to fill (505 for chapter titles and 520 for summary descriptions, if the 
information was provided).

Information sources

When deciding what to include within the RAG document store for the agent, we 
considered what a new member of the cataloguing team would need to know. Not just 
how to catalogue but also what our organisational practices and policies were. We 
provided the embeddings model with our policy and guidance documents, 
information about the DDC system, MARC21 fields, RDA documents, FAST Subject 
Headings and a few example records for specific collections. 

Planning the new AI Agent

This is often done in the form of a ‘Design Document’ as best practice (Ubl, 2020). 
This helps share the idea, make transparent the system design plan, capture 
institutional knowledge and think through issues. 

Design philosophy

There are five levels of complexity in Agents (Huang, 2024). Our first attempt was 
Level 3 – with the RAG system LLM having access to domain knowledge through the 
knowledgebase and basic memory and a simple web search tool. This time we will aim 
for Level 4 – the agent will have a cataloguing knowledge base still, but we will also 
build short term memory for individual conversations and a long-term memory 
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database. The system will be able to ‘learn’ in a simplistic way by saving any records 
generated as examples for the future. 

Goals and non-goals

These aims help define the scope of the system and outline clearly how the system 
functions.

The system will not:

• be able to transcribe information with 100% accuracy
• be able to guarantee an accurate, complete record is generated
• be able to operate without human oversight

The system will:

• draft records almost instantly, ready for human review and correction
• have access to expert-identified and curated domain knowledge
• use tools to suggest a shelf mark
• use tools to suggest FAST subject headings
• have observability built in so threads and decision making can be reviewed by 

a human
• use a database for conversational persistency (long term memory)
• learn from record generation process by integrating records into its 

knowledgebase

System description

This agent will be given a Context on start-up (this defines its purpose):
“You are a cataloguer for an academic library, special collections museum 
and poetry library. You create MARC21 format records using RDA and use 
FAST subject headings.”

It will also have access to tools and built-in memory. LangGraph works by connecting 
nodes; information flows through these, allowing the process to iterate somewhat. 
Each agent can follow the conversation as a thread, and each thread is observable 
using LangSmith (another Python Library). That allows the logic process to become 
somewhat transparent to the user if further investigation is required.

The system will use a Streamlit user interface (UI) where cataloguers can input 
natural language queries alongside scanned images of book materials (covers, 
bibliographic information, author pages etc). The images submitted to the UI will be 
processed via a Vision Language Model (VLM). This will extract text from the images 
and show the user the transcription before records are generated. Cataloguers will be 
able to review the transcription of this material produced by a VLM, view and re-submit 
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records with errors. The system will be designed to work locally on our machines and 
we’ll utilise GitHub to hold our code repository.

The knowledge base will be created by a preprocessing script. An embeddings model 
will be utilised to make a Chroma database. This is a vector database with numeric 
representation of the domain documents provided to it. This allows the LLM to access 
the knowledge when generating a response to the cataloguer's inputs.

We plan to make use of OCLC APIs – Fast Search, Metadata. These will allow the 
agent to access data outside its models to choose subject heading information as well 
as check the system for existing records. Should the API connection fail, the system will 
alert the cataloguer and proceed to generate the record. The system will have clear 
and helpful error messages so the (likely non-programming) cataloguer will be able to 
understand what failed and feedback to the developer.

After the record has been generated, a copy will be saved locally as a .txt file. It will 
then be possible to run the preprocessing script before the next cataloguing session 
and give the agent an expanding bank of human quality assured cataloguing 
examples. As we are not finetuning a model, we can swap these records at will – should 
we want to create only a certain type of record e.g. we’re working on a zine project, it 
should be possible to focus the agent on a specific subject to catalogue.
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Framework

LangGraph is a Python framework that expands possibilities for more complex 
systems. It works by connecting nodes. Information flows through these, allowing the 
process to iterate somewhat. Functions include tool calling (allowing the LLM to grab 
data from APIs), built-in memory (both within the current conversation or thread and 
between sessions), and the use of an interrupt function (which stops the chatbot to 
allow the human to intervene and increase output quality).

Each agent is able to follow the conversation as a thread, and each thread is 
observable using LangSmith (another Python Library). That allows the logic process to 
become somewhat transparent to the user if further investigation is required. This is 
necessary as the developer gives the LLM access to tools – it doesn’t specify when and 
which tools it should call or use. 

The reasons for choosing LangGraph include:

• LangChain, the technology we previously used for RAG, is depreciating some 
of its functions to LangGraph. 

• LangGraph is also popular, and this means there are plenty of online courses 
and community support. 

• The documentation is comprehensive and well-defined. 
• Additionally, it's built to utilise LangSmith, which is a platform which allows us 

to observe the application and evaluate performance. 
• These are industry standard tools, so while unnecessary for a small project 

hosted remotely from our local machines, it’s good practice and will provide a 
project to enable skills acquisition in the team.

• The framework is scalable, and it will give us options in the future should we 
wish to expand into multi-system agents (Level 5 - Agentic AI – see Huang, 
2024).

Model choices

This is a difficult task as there are many model options and many evaluation tests. 
The key thing is to choose a model trained and capable of doing the task you are 
asking it to do (Kirmer, 2024).

It is possible to use commercial models e.g. Anthropic’s Claude Sonnet model or 
ChatGPT 4.x. However, we would prefer to choose an open-source model as it’s free. 
One tool which can be useful for identifying high performing LLM models are Hugging 
Face Leaderboards (Hugging Face, 2025).
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We will likely need three models for the system:

• a Vision Language Model (VLM) - to transcribe text from item scans
• an LLM to create the record and “converse” with the user in natural language
• an Embeddings model to be used with the document store and create the 

vector database (domain specific knowledge which will be accessible to the 
LLM)

Testing Record Generation

Assessing the effectiveness of the system can be done by providing a human with 
the item to be catalogued and comparing the record quality (presence of fields, 
relevant subject headings etc) of both. The system will be able to produce a record 
faster every time, so what we will be directly comparing/measuring is how accurate the 
transcription is, how well the record represents the item, and how much detail the 
records have.

The system can also be compared directly to other commercial LLM services without 
domain knowledge via RAG. This should demonstrate how having access to process 
documents and specialist knowledge changes generative record production.

Future Development

We see potential for development in four areas:

• Collaboration - we’re discussing with other libraries whether projects like this 
can be made into collaborative, open-source efforts.

• Technology - We would like to explore using this technology to automatically 
enhance current records, such as adding more subject headings to aid 
discovery as well as evaluating its ability to catalogue in other languages for 
our Poetry Library. 

• Skills and Training – projects like this allow a framework for staff to develop, 
upskill, engage in interesting and challenging work.

• Efficiency – reducing administrative tasks, like typing and transcribing, and 
creating time efficiencies.

Glossary

Agent - a piece of software, utilising a Large Language Model, to undertake a task, 
make decisions without humans. More advanced ones have memory and call tools.

Hallucination - mistakes the Generative AI model makes when creating an answer. 
Often a result of poor training data, incorrect assumptions, or biases (Google, 2024)
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Retrieval Augmented Generation (RAG) - the improvement of LLM outputs by 
allowing them to access domain specific information.

LangGraph - a Python library. It is prewritten code which can create the framework for 
generative AI agents without coding everything from scratch (Taulli, 2024).

Large Language Models (LLM) - Machine Learning models, often with billions of 
parameters. They are trained on massive datasets and often generate language or 
perform natural language processing.

Machine Learning – computers learn and identify complex patterns from data 
without being explicitly programmed by humans.

Python – a versatile programming language used mostly for AI, Machine Learning, 
automation.

Vision Language Models (VLM) - Large Language Models which can process images, 
extract key data like colours and shapes, then make observations available to other 
models via mathematical representations.
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ABSTRACT

This article critically examines the applicability of generative AI in library metadata 
creation and cataloguing, arguing that despite growing interest and experimentation, 
such technologies remain fundamentally unsuited for this domain. Drawing on recent 
literature, surveys, and institutional case studies, the author demonstrates that 
generative AI tools consistently produce metadata outputs that are unreliable, 
inconsistent, and ethically problematic. While machine learning offers potential in 
specific, supervised metadata functions, generative AI’s reliance on probabilistic outputs, 
lack of transparency, and tendency to hallucinate undermine the accuracy and reliability 
essential to cataloguing. The article also explores the broader ethical implications of AI 
adoption in libraries, including issues of bias, environmental impact, copyright concerns, 
and labour exploitation. The author argues that fully automated metadata creation using 
generative AI is neither technically viable nor ethically responsible and instead advocates 
for cautious, critically informed AI integration, emphasising the continued necessity of 
human oversight and ethical scrutiny in metadata work.
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In early autumn 2023, Information Technology and Libraries published an article 
proclaiming that ChatGPT can “generate accurate MARC records using RDA and other 
standards such as the Dublin Core Metadata Element Set” (Brzustowicz, 2023, p. 2). I 
was intrigued and began reading, quickly followed by bewilderment and dismay about 
what was labelled “an accurate and effective record” (Brzustowicz, 2023, p. 2) and 
“comparable to the professional catalogers’ work” (Brzustowicz, 2023, p. 3), but was 
riddled with errors and hallucinations1. All the article demonstrated to me was 
ChatGPT’s utter inadequacy for cataloguing, and I was horrified by the potential 
consequences of assertions, such as the ones quoted above, being taken at face value. 
On the positive side though, it got me interested in AI in relation to library metadata 
work. So, nearly 2 years on, are we any closer to AI cataloguers?
1 The relevant mailing lists were not amused either and some responses were published in the next 
issue of Information Technology and Libraries that outline the problems very well (DeZelar-Tiedman, 
2023; Amram, Malamud & Hollingsworth (2023) and Floyd (2023)).
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Yes and no. In terms of AI technologies being used for cataloguing and record 
enhancement, yes, there are many possibilities to assist cataloguers or streamline 
processes. But in terms of generative AI being the AI technology to do the job, very 
much not. Why? Well, generative AI is singularly concerned with creating the most 
likely response to a prompt; whether this most likely response is factually correct or 
not is of no importance to it. This is in direct opposition to what one is doing and what 
is important when cataloguing: truthfully representing the resource, not representing 
it with the statistically most likely information. That is not to say that there aren’t parts 
of records or tasks in metadata creation where generative AI’s statistical approach 
might be useful, such as summary creation, for example. 

Throughout this article I make a distinction between 

• AI, meaning AI overall, 
• machine learning, meaning the field of study with AI research, and
• generative AI, meaning a specific subtype of AI utilising generative machine 

learning models, deep learning and neural networks.

To understand how generative AI functions, it is useful to get a grounding on how 
large language models (LLMs) work. The Financial Times has published a very 
accessible primer on how LLMs function and the enormous difference the 
development of the transformer deep learning architecture has made, leading to 
generative pre-trained transformers (GPT, a type of large language model) which 
underpin generative AI tools such as OpenAI’s ChatGPT, Microsoft’s Copilot, Google’s 
Gemini, Anthropic’s Claude or Meta’s Llama (Murgia et al., 2023). Hicks, Humphries and 
Slater (2024) also give a good and accessible explanation of LLMs’ functionality. With 
this information in mind, it becomes easy to understand why LLMs produce 
superficially convincing-looking records that, upon closer inspection, reveal a 
multitude of problems. 

Opportunities

Chen and Li (2024) published results of a survey conducted in early 2024 to gauge 
cataloguing and metadata professionals’ perception of AI in relation to their roles. 
They found that AI does not yet play a significant role in respondents’ jobs (Chen and 
Li, 2024, p. 321), but that there is “a growing believe [sic] that AI would play an 
increasingly important role in their work” (Chen and Li, 2024, p. 322). Among the 
questions asked were in which areas of respondents’ work AI is currently used, and in 
which areas of metadata creation they think AI would be most beneficial. Translation 
and summary creation were mentioned most in relation to current use and also 
ranked highest in areas most benefiting, followed by subject headings and classmarks. 
I am unsure what was meant by “physical description” and “creators/contributors” in 
the survey, but as data transcription was not mentioned yet, my assumption is that it 
is covered by these two categories and/or “other” (Chen and Li, 2024, pp. 322-323). 
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These survey results tally with my own experience in AI use for cataloguing, and where 
I believe AI can be of most benefit to cataloguers. 

While born digital resources and digitised resources might spring to mind as the 
most likely candidates for AI-assisted metadata work, Lowagie (2024) has shown that 
there are also possibilities for physical resources.

Beyond individual record creation, machine learning, I think, has huge potential to 
improve metadata management tasks, though I cannot see generative AI to be useful 
in this respect. Data management tasks need to be transparent and produce 
repeatable and consistent results, all of which generative AI outputs certainly are not. 

OCLC, for example, are using machine learning (not generative AI) to deduplicate 
WorldCat records and have removed millions of duplicate records from WorldCat with 
this approach (OCLC, 2025). Another great example of machine learning assisting in 
bulk tasks is Cornish and Scott’s article in this number of Catalogue and Index (Cornish 
and Scott, 2025). 

Interestingly, the Chen and Li’s survey also found that “most respondents didn’t find 
AI tools had significant help of [sic] either quality or efficiency of their cataloging work” 
(Chen and Li, 2024, p. 324). I believe this is grounded in the problems with accuracy and 
reliability of AI outputs. If one needs to double-check everything, there is no significant 
time saving or efficiency in the use. In my experience, thoroughly checking and, if 
needed, amending a record takes the same or even more time than creating it in the 
first place. At LSE we investigated ExLibris’ generative AI enriched Community Zone 
records (ExLibris, no date a; ExLibris, no date b; York and Hanegbi, 2024) some months 
ago and found the assigned subject headings often on the too broad side, while the 
quality of summaries varied significantly depending on the type of publication. We also 
trialled using generative AI for JEL code2 assignment. In addition to not seeing a time 
saving due to the need to check the AI output, colleagues reported that, while they 
found it to be a useful assistive tool, they also felt their ability to assign codes without 
the use of AI and familiarity with the vocabulary as a whole declined. A sentiment that 
is also echoed in Chen and Li’s survey results as “worry about over-reliance” (Chen and 
Li, 2024, p. 324)

What can machine learning and generative AI do?

Subject headings and classification are probably the areas that have been looked at 
the most for automation so far. 

The National Library of Finland’s well-known Annif3 tool (Suominen et al., 2023) has 
been around since 2019 (National Library of Finland, 2025) and is in use in various 
libraries in either fully automated workflows or human-supervised ones (Inkinen, 
2 The JEL (Journal of Economic Literature) classification is a commonly used classification scheme for 
scholarly works in economics. https://www.aeaweb.org/econlit/jelCodes.php?view=jel
3 Annif is an example of the application of machine learning and thus AI, but it does not, as far as I am 
aware and understand, make use of generative AI.

42

https://www.aeaweb.org/econlit/jelCodes.php?view=jel


Frenzel Catalogue & Index, 211 (2025)

Lehtinen and Suominen, 2025, p. 3). An Annif user survey, however, also reveals 
potential problems with implementing such a tool: 

• The technical expertise needed. The survey shows that the most encountered 
problems with the tool are of a highly technical nature (Inkinen, Lehtinen and 
Suominen, 2025, pp. 3-4), which suggests levels of technical expertise are 
needed for an implementation that most libraries will be unable to shoulder 
by themselves or at all.

• The resources needed. The implementing institutions are big ones (national 
libraries, university libraries) (Inkinen, Lehtinen and Suominen, 2025, p. 1), 
which suggests resourcing that will be out of reach for most others.

• The tool not delivering the expected results/time savings (Inkinen, Lehtinen 
and Suominen, 2025, p. 4).

The German National Library (DNB) is using Annif for its “Erschließungsmaschine” 
(EMa, “subject cataloguing machine”). Results published in 2021 regarding the 
assignment of subject headings (GND4 descriptors) showed a rather worrying 10% of 
assignments having been assessed by subject experts as “wrong” and 22% as “less 
useful” (Uhlmann and Grote, 2021). The DNB has since also started assigning DDC 
short numbers (a simplified classification system that the DNB developed (Deutsche 
Nationalbibliothek, 2023)) automatically. The performance metrics for this indicate a 
very mixed picture as well, with some categories scoring pretty well, but others rather 
badly (Poley et al., 2025, pp. 12-13). Poley et al. (2025) state that the volume of available 
training data is an important factor in the model’s performance, but also that it does 
not seem to be the only criterion. As other criteria are not mentioned, I assume the 
authors do not know either (black box). 

Golub et al. (2024) have also used Annif to conduct research on automated Dewey 
Decimal Classification numbers, working with data in the Swedish union catalogue. 
They achieved a 66.82% accuracy rate on assigning three-digit DDC numbers by 
combining the results of four classification algorithms. During the research, they 
discovered that classifying fiction posed a problem and identifiable records for fiction 
were excluded from the set of records to be classified, which improved the accuracy 
rate to the figure mentioned above. However, fiction records remained in the training 
dataset and thus fiction headings are assigned. The accuracy rate might be improved 
by excluding fiction from the training dataset.

Chow, Kao and Li (2024) experimented with assigning Library of Congress Subject 
Headings using generative AI and found that generative AI only produced usable 
outputs in about half of their samples. They thus conclude that “while ChatGPT can 
access an internalized corpus of the LCSH and MARC 21 [sic] bibliographic records, the 
model struggles with validity, specificity, and exhaustivity in its generated subject 
headings” (Chow, Kao and Li, 2024, p. 585) and that “in order to ensure accuracy and 

4 The GND (Gemeinsame Normdatei, “integrated authority file”) is the standard German-language 
authority file and contains personal and corporate names as well as subject headings.
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reliability of the cataloging process, the involvement of human catalogers remains an 
essential prerequisite” (Chow, Kao and Li, 2024, p.586).

The Exploring Computational Description experiments by the Library of Congress 
(LoC) in cataloguing eBooks via generative AI also showed low quality scores getting 
nowhere near the goal set, but it showed some promise in extracting author names, 
titles and identifiers (Weinryb-Grohsgal, Potter and Saccucci, 2024; Saccucci and Potter, 
2024 b, p. 6; Library of Congress, no date). As with the DNB activities, the LoC 
experiment also highlights the importance of the “quality and robustness of the 
training data” (Library of Congress, no date) for the success of AI-generated records. 
The overall conclusions of the LoC experiment, at the time of writing, remain:

• No current generative AI tool returns good enough results to run automatic 
cataloguing.

• “Human-in-the-loop” workflows are possible though, and should be explored.

The third phase of the experiment started in August 2024 (Weinryb-Grohsgal, Potter 
and Saccucci, 2024), but no results have been published yet.

The technical hurdle for the implementations and experiments above is rather high, 
but less tech-intensive solutions are possible as well, as Lowagie showed with the 
KBR’s approach (Lowagie, 2024). He implemented an AI-driven solution to bottlenecks 
in metadata creation and retro-cataloguing backlogs by employing Power Apps to 
extract information from photographs of title pages, thus enabling cataloguers to 
concentrate on ensuring correct information rather than data entry. Lowagie also 
introduced creating custom application profiles with Power Apps and using them to 
validate records in the catalogue.

Another low technical hurdle experiment was undertaken by Taniguchi (2024), who 
used the illustrative sources of information in Maxwell’s Handbook for RDA to generate 
records using ChatGPT. The conclusion here is also that the generative AI produced 
records with significant errors and “struggled with complex bibliographic patterns and 
nuanced cataloging rules”, but could conceivably be used as an assistive tool for 
human cataloguers (Taniguchi, 2024, p. 544). 

All these examples show that AI technologies can be leveraged to assist in 
cataloguing and metadata maintenance, but, apart from Taniguchi (2024), they are 
also all very far from the “prompt in chat to ingestible record” scenario that started this 
piece. I fully agree with Moulaison-Sandy and Coble (2024) in their assessment that 
“the perception that [AI] is able to solve specialized problems in cataloging easily, with 
the click of a button, if only the right prompt is created, is problematic to perpetuate” 
but also that “now is the time to look to the future and to be creative, but with a sense 
of the full understanding of the limitations and affordances.” (Moulaison-Sandy and 
Coble, 2024, p. 382)
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This sentiment is further echoed in a survey the Program for Cooperative Cataloging 
(PCC) ran in March 2024 to gauge current AI activities and what their impact on 
cataloguing and metadata work is. The first theme emerging from it is:

“The need to clearly communicate to library administrators and the 
broader cataloguing community that AI is not an easy fix or money saver. 
AI and ML [machine learning] technologies take time and careful 
consideration in order to be implemented effectively and must be done in 
concert with cataloging and metadata experts.” (Program for Cooperative 
Cataloguing, 2024, p. 2)

The newest generation of generative AI models are no longer pure LLMs but Large 
Multimodal Models (LMMs) able to handle not just text in- and output, but other media 
such as images, audio and video as well (Wu et al., 2023). Large Reasoning Models 
(LRMs) are developed with better reasoning and fact-checking abilities to improve 
performance (Mollick, 2025 a). On the other hand, Apple just released a paper that 
reckons this is all just an “illusion of thinking” and “that frontier [large reasoning 
models] face a complete accuracy collapse beyond certain complexities” (Shojaee et 
al., 2025, p.1). Furthermore, there is evidence that newer models hallucinate more, and 
the developers and researchers do not understand why (OpenAI, 2025, p. 4; 
Chowdhury et al., 2025; Metz and Weise, 2025).

What could be promising though, is a combination of generative AI, computer vision 
tools, good old database queries (not everything needs to be generated new, 
sometimes just finding a good, existing record and verifying it is all that’s needed) and 
incorporation of local documentation. The use of the latter two, I recently learned, 
actually has a name and framework: Retrieval Augmented Generation (RAG). RAG 
retrieves information from external sources (e.g. a knowledge base, database, etc.) 
and uses this to augment the LLM response. By doing this, the LLM can return more 
accurate and contextually relevant responses (Google, no date).

So, yes, there are opportunities to employ AI technologies (and generative AI can be 
part of this) to create or enhance metadata, but can it be done with the needed 
reliability and accuracy, or can entire records be created? Absolutely not – at least not 
for the time being. 

With generative AI bullshitting5 and hallucinations seemingly not going anywhere, 
through them being an inherent part of it6, I cannot see generative AI-driven solutions 
for metadata creation and enhancement being able to operate without oversight; we 
need the human in the loop to check outputs.

Time and emerging technologies may well change this view. 

5 Strictly in the Frankfurtian sense outlined by Hicks, Humphries and Slater, 2024.
6 “Despite our best efforts, they will always hallucinate” Amr Awadallah, formerly of Google and now 
CEO of a startup building AI tools for businesses, told the New York Times (Metz and Weise, 2025).
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Should we just because we can?

Now that we have covered the technical possibilities, let’s have a look at the ethical 
side of things. Berkowitz (2025) argues that libraries tend to choose quick adoption of 
emergent technologies (AI use in this case) “for the sake of being perceived as cutting-
edge early adopters” over “a deeply methodical intent”, i.e. they tend to opt for FOMO 
over slow-mo (Berkowitz, 2025, p. 52). He calls for libraries to champion AI ethics and 
concentrate on ethical scrutiny and developing policies and ethical frameworks for AI 
use rather than quick adoption.

AI bias

Bias can enter generative AI outputs in various ways:

• It can be present in the training data, for example, because the data is not 
representative, omits or obscures information. There can also be problems 
with inconsistent training data labelling. However, even data that is otherwise 
sound will still reflect structural and historical biases. 

• Secondly, the training and inference algorithms may display bias or amplify 
biases in the training data. 

• Further biases can be introduced through the evaluation of a model and the 
used benchmark dataset(s). 

• Finally, models may be used in scenarios they were not intended for and thus 
produce biased, harmful outputs (Gallegos et al., 2024, p. 1107).

For a much deeper dive into AI biases, their evaluation, and techniques for bias 
mitigation, I refer you to Resnik (2025) and Gallegos et al. (2024).

What are the consequences of an agent with harmful biases creating metadata? 
Well, metadata that furthers and perpetuates those, of course. A lot of work has been 
done in libraries to overcome harmful language in records as well as to bring materials 
by and about marginalised groups out of their space of marginalisation and othering. 
By using generative AI to help us in creating and managing metadata, are we negating 
at least some of this work? As Corrado (2021, p. 402) asks: “how will [AI] satisfy the 
ethical concerns related to representation and identity in metadata?” As humans we 
can of course use our judgement and awareness of our own biases to ensure we do 
not perpetuate inequities or “hide” content behind overly broad or othering headings 
or by omission. I agree with Corrado that “it is yet to be seen how artificial intelligence 
will deal with this fluid space. Unless librarians and other advocates push for this, the 
answer may very well be that it won’t.” (Corrado, 2021, pp. 402-403)

Given the importance of representation in training data the German National Library 
(Poley et al., 2025) and Library of Congress (Library of Congress, no date) have found 
in their respective subject indexing and metadata creation experiments as well as the 
struggles with specificity Chow, Kao and Li (2024, p. 585) found, I have doubts that AI-
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generated subject headings can adequately represent material on subjects 
underrepresented in the training data or on emerging subjects. Poley et al. in fact 
recognise that this is the case, stating that “subject areas where automatic subject 
cataloguing does not work, or does not work well, must first be intellectually indexed 
in order to generate training data to improve possible machine models.” (Poley et al., 
2025, p. 25)

AI’s black box nature further obscures things, making it very difficult indeed to both 
identify and address biases in outputs. How can one intervene in a “thinking” process 
whose workings are not understood even by the people developing them (OpenAI, 
2025; Metz and Weise, 2025)? 

Copyright

Copyright legislation is woefully behind AI development, and many questions are 
unanswered regarding copyright ownership of AI-generated content as well as 
copyright infringements in training AI models. Most generative AI training data is 
scraped from publicly available internet resources, but it also includes material from 
platforms that contain copyrighted material (e.g. the recent outcry over the Library 
Genesis dataset). Alex Reisner’s article on the subject is a scary read indeed (Reisner, 
2025). He details that both Meta and OpenAI argue that their use of copyrighted 
material for training without a license falls under “fair use”. I believe the courts have 
yet to make a judgment on this, but the US Copyright Office certainly begs to differ 
(United States Copyright Office, 2025; Constantino, 2025).

Ball (2025) adds that “To add insult to injury, academic publishers are now beginning 
to license access to their content to AI companies, some without providing academics 
the opportunity to opt out. This forces complicity on academics, turning their 
intellectual contributions into commodities for AI profit without their consent and with 
no remuneration for them or their institutions.” See also Battersby (2024) and Eaton 
(2024) on this subject.

If libraries engage in AI use, I think they should think hard about these issues and 
whether it is ethical to condone such practices by using tools built on them. 

Environment

“There is still much we don’t know about the environmental impact of AI but some of 
the data we do have is concerning”. This is the statement of the Chief Digital Officer of 
the United Nations Environment Programme in a news piece summarising report 
findings (UN Environment Programme, 2024). Hugging Face, which provides a 
platform for sharing machine learning models and datasets, also acknowledges that 
“the nature and extent of AI’s effects are under-documented, ranging from its 
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embodied and enabled emissions to rebound effects due to its increased usage” 
(Luccioni, Trevelin and Mitchell, 2024)7. 

Generative AI companies are not forthcoming with accurate and complete data on 
the environmental footprint of their products, and available figures rely on lab-based 
research, such as that carried out by Luccioni and Strubell8 as well as “limited company 
reports; and data released by local governments” (Crawford, 2024). Annual reports of 
big tech companies show that they are not meeting their sustainability targets (Barker, 
2025).

The negative environmental impact of AI splits between its electricity and water 
consumption, resources needed to manufacture equipment and the regurgitation of 
it as electronic waste (UN Environment Programme, 2024). It includes not just the 
training of models, but also their usage.

The training and operation of AI demands vast quantities of computational power, 
and the data centres housing the servers that do the work need electricity and water 
for cooling. Loads of figures are floating about on the energy consumption of 
generative AI data centres:

• Mollick (2025 b) states that there are now AI models in use that consume as 
much computing power for training as it takes to “[run] a modern smartphone 
for 634,000 years or the Apollo Guidance Computer that took humans to the 
moon for 79 trillion years”.9

• Zewe (2025) states that the energy demand of data centres in North America 
is estimated to have increased “from 2,688 megawatts at the end of 2022 to 
5,341 megawatts at the end of 2023”, an increase “partly driven by the 
demands of generative AI”. He also mentions that the global data centre 
electricity consumption reached 460 terawatts in 2022, which makes it the 
“11th largest electricity consumer in the world, between the nations of Saudi 
Arabia (371 terawatts) and France (463 terawatts)” and that it is expected to be 
closer to 1,050 terawatts by 2026.

• The UN Environment Programme (2024) gives the example of Ireland, which 
hosts many data centres, stating that the International Energy Agency 
estimates that “the rise of AI could see data centres account for nearly 35 per 
cent of the country’s energy use by 2026”.

• Taking the research by Strubell, Ganesh and McCallum (2020) as the basis, 
Luccioni, Trevelin and Mitchell (2024) state that “training [an LLM with] 213 
million parameters was responsible for … [the] equivalent to the lifetime 
emissions of five cars, including fuel”. For comparison, OpenAI’s most recent 

7 Luccioni is Hugging Face’s Climate Lead, Mitchell its Chief Ethics Scientist and Trevelin its Legal 
Councel.
8 The reference is to Strubell, Ganesh and McCallum, 2020, Luccioni, Viguier and Ligozat, 2023 and 
Luccioni, Jernite and Strubell, 2024.
9 In the correct unit of measurement that’s 10^26 FLOPS (Floating point operations per second). 
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model, GPT-4o, allegedly10 uses 200 billion parameters (Ben Abacha et al., 
2025). Zewe (2025) states that the electricity needed for training a model like 
GPT-3 was estimated to consume the equivalent of 120 average U.S. homes 
yearly energy consumption.

Training a model is just one part of it though: energy is consumed every time the 
model is used, and, with the rapid development of new models, training needs to be 
repeated for them frequently (Zewe, 2025).

In terms of model usage, Luccioni, Jernite and Strubell (2024) found clear differences 
between modalities, with image-based tasks and generation of new content using the 
most energy. A report prepared by Goldman Sachs found “that a ChatGPT search 
consumes around 6x-10x the power as a traditional Google search” (Goldman Sachs, 
2024, p. 13). This report also shows quite frightening predictions for power use by AI. 
As Luccioni, Trevelin and Mitchell state, “the growing energy demand for AI is 
significantly outpacing the increase in renewable energies – entailing substantial new 
[greenhouse gas] emissions and squeezing an already tight renewable energy 
market.” (Luccioni, Trevelin and Mitchell, 2024)

Next on the list is water consumption: water is needed to cool the servers in the data 
centres, and it needs to be cooled so it can absorb the heat from the machines. 
Additionally, neither salt nor grey water can be used for this process as this damages 
the cooling systems. Approximately 30-40% of the electricity consumed by data 
centres is used for water cooling (Luccioni, Trevelin and Mitchell, 2024). The amount of 
water needed depends largely on the size of the data centre. The biggest, hyperscale 
data centres are reported to use 2.1 million litres of water a day, while smaller ones are 
reported to use 68,000 litres a day (Zhang, 2024). 

Crucially, data centres are often located in areas with already limited water supply 
and exacerbate problems in those areas (Barratt and Gambarini, 2025). 

Finally, there is the extraction of the raw materials needed to build servers and other 
data centre equipment as well as the waste they eventually become. The mining for 
the metals needed has its own environmental problems, and some are so-called 
“conflict minerals”, which means “that they are mined or traded in areas of conflict, and 
contribute towards perpetuating human rights abuses and armed conflict” (Luccioni, 
Trevelin and Mitchell, 2024).

Wang et al. (2024) predict that by 2030 generative AI could add up to 5 million metric 
tons of electronic waste to the global total. Given, that is a relatively small proportion 
of the global total, but, as experts warn, a significant one (Crownhart, 2024). 
Electronics often contain hazardous or toxic materials such as lead, mercury and 
chromium, and, if not disposed of responsibly, these can harm the environment. 
Another problem is the waste of valuable metals such as copper, gold and rare earth 
10 It seems that parameter counts are not readily published information. The cited paper seems to be 
the source of the 200 billion figure floating about for GPT-4o.
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elements, when electronic waste is not recycled (Crownhart, 2024). According to the 
2024 Global E-Waste Monitor (Baldé et al., 2024, p. 9), only 22.3% of electronic waste is 
formally collected and recycled in an environmentally sound manner.

I am fully aware than I am neglecting to mention the positive environmental impacts 
of AI, for example through helping investigating and addressing environmental 
problems (UN Environment Programme, 2024) as well as the steps that are being 
taken by authorities and cooperations to mitigate negative impacts (Luccioni, Trevelin 
and Mitchell, 2024; UN Environment Programme, 2024; Barker, 2024; Ren and 
Wierman, 2024). Given the missing of sustainability goals by the big tech corporations 
(Barker, 2025) and in light of humanity's current track record in taking care of our 
planet, I find it not very believable that we can mitigate such a huge projected increase 
in resource consumption and emissions successfully. Hence, I believe it is important to 
showcase the massive negative environmental impact of AI clearly.

Labour exploitation and inequity

In addition to the issues regarding exploitation and inequity with mining mentioned 
by Luccioni, Trevelin and Mitchell (2024), there is also the problem of environmental 
impacts being very unfairly distributed across the planet and some regions and 
communities being disproportionately affected, for example, through air pollution 
from local fossil fuel consumption (Ren and Wierman, 2024). A particular example 
raised by Ren and Wierman (2024) is Google’s data centre in Finland operating on 97% 
carbon-free energy as opposed to its ones in Asia, which only use 4%-18% carbon-free 
energy.

Ball (2025) also raises issues around exploitation and inequities:
“The extraction of vast amounts of data without informed consent, 
perpetuates a system of surveillance and control that undermines 
democratic principles and disproportionately affects vulnerable 
populations. The reliance on low-paid workers in the Global South to 
perform data labelling and content moderation tasks further exacerbates 
global inequalities, exposing these individuals to exploitative practices 
and precarious working conditions.” 

Barriers

Apart from the ethical considerations, there are also other barriers to AI use for 
metadata work. 

AI literacy

The previously mentioned survey by Chen and Li revealed a lack of adequate training 
and support in relation to AI use (Chen and Li, 2024, pp. 321-322), which may go some 
way in explaining respondents’ concerns about “misunderstandings about the 
capabilities and limitations of AI in cataloging, which may lead to unrealistic 
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expectations or disappointment with the results” (Chen and Li, 2024, p. 324) as well as 
“reservations about rushing AI integration without considering potential 
consequences” (Chen and Li, 2024, p. 326) 

This clearly shows that more needs to be done to improve AI literacy and 
understanding, not only for metadata professionals, but also for managers and 
decision makers.

Resourcing

PCC’s report on strategic planning for AI and machine learning highlights the issue 
of library resourcing being prohibitive for investigating, experimenting or even 
implementing potential AI-driven workflows:

“General concern about a lack of resources in order to investigate and 
implement AI. Many institutions are involved with system migrations, 
training for Official RDA and/or linked data, or are generally under-
resourced or too small to realistically spend time working with AI.” 
(Program for Cooperative Cataloguing, 2024, p. 2)

Few libraries around the world have the resourcing, technical expertise and 
equipment at their disposal to spend time on experimenting with a technology that, in 
order to deliver usable results, needs a deep understanding of machine learning 
techniques and algorithms as well as the ability to set up tools, fine-tune them to their 
respective needs and maintain them.

Planning, building, testing and implementing a machine learning solution such as 
the ones outlined earlier takes a long time, years even. 

It is probably also worth saying that what works for library A does not automatically 
also work for library B. When it comes to metadata, we all have our local practices and 
idiosyncrasies to account for. Models trained on someone else’s data might not do very 
well with one’s own.

It would be very nice to see solutions come out of the community rather than AI-
assisted cataloguing becoming yet another area where libraries need to rely on 
vendor-provided solutions (Moulaison-Sandy and Coble, 2024, p. 381). 

The Black Box

Generative AI’s “black box” nature is also a concern. Something is considered a black 
box when input and outputs can be seen, but how the inputs are turned into the 
outputs, i.e. the internal workings, are mysterious and cannot be seen (Kosinski, no 
date; Bagchi, 2023). Additionally, even when algorithms are known, for deep learning 
(which generative AI is based on), the learning process itself creates connections and 
patterns that mean even the creators of these processes cannot understand how they 
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actually work (Kosinski, no date; Metz and Weise, 2025; OpenAI, 2025). This means that 
even open-source models using deep learning are essentially black boxes.

This is problematic as it is hard to trust an output if it is not transparent how it was 
arrived at, and impossible to validate its path through the model. Even if the output is 
correct, maybe the model arrived at it for the wrong reasons (the “Clever Hans effect”). 
Due to the lack of understanding of the internal workings, adjusting a model that 
makes wrong decisions or produces bad outputs is very difficult (Kosinski, no date; 
Blouin, 2023).

A black box model can hide security vulnerabilities. If one doesn’t know how 
something works, one cannot tell if it has been modified in malicious ways (Kosinski, 
no date; Bagchi, 2023).

Black box models might also exacerbate algorithmic bias and lead to bad, maybe 
even outright harmful and illegal outcomes. While biases will be present in outputs if 
they are present in the training data, assessing if a bias exists and finding what its 
cause is, is especially hard in black box models (Kosinski, no date; Blouin, 2023).

Lastly, Kosinski (no date) mentions trouble assessing whether one is compliant with 
regulations regarding the use of sensitive data in AI tools, such as for example the 
Artificial Intelligence Act of the European Union11.

Researchers are working on improving insights into model workings, but sufficient 
transparency does not seem to be on the horizon (Kosinski, no date)

Conclusion

All of the above may read like I oppose AI use in metadata work, but this is not the 
case. I am not a technophobe, and I truly believe that there are opportunities to 
improve record quality and to assist cataloguers and metadata managers in their 
work. Maybe my attitude can be best described as that of a “curator” as defined by 
Rosser and Hanegan (2024). In my exploration of the subject over the last couple of 
years I felt that, while the limitations of generative AI are mentioned and the 
conclusions generally align with my own here, not enough space was given to critical 
exploration of the technical possibilities and ethical dilemmas associated with 
generative AI use and this article is merely an attempt to more explicitly state the 
limitations and issues. 

In summary, regarding the question of generative AI being able to catalogue: no, it 
absolutely cannot, and I believe it will not. Can machine learning catalogue? Well, 
maybe, but not yet. Can machine learning assist cataloguers in their work? Yes, 
absolutely, but the human in the loop remains a non-negotiable necessity!

11 See https://artificialintelligenceact.eu/
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I cited Moulaison-Sandy and Coble (2024) before in this article and do so again here, 
as they brilliantly sum up the matter: 

“[N]ow is the time to look to the future and to be creative, but with a sense 
of the full understanding of the limitations and affordances. Yes, finding 
new ways in which AI can support the work of librarians, especially 
technical services librarians like catalogers, will be critical to future 
success” (Moulaison-Sandy and Coble, 2024, p. 383)

On the ethical side and the question of whether we should implement AI, I think 
Berkowitz (2025) has a point: we need more ethical scrutiny, policies and frameworks. 
For small-scale experiments and implementations, this might not be as crucial, but 
certainly for the adoption of AI tools, e.g. via vendor products, that rely on mainstream 
tools such as ChatGPT, Copilot, etc., we need to think properly about all implications 
and whether they outweigh the usefulness of the tool. 
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The DEI Metadata Handbook is a well-considered and practical guide to approaching 
issues of diversity, equality and inclusion in metadata. The book was authored by 
Harriet E. Wintermute, Heather M. Campbell, Christopher S. Dieckman, Nausicaa L. 
Rose and Hema Thulsidhos, all metadata librarians at Iowa State University at time of 
writing, with Harriet E. Wintermute now working as the Chair of Acquisitions, 
Cataloging, Metadata, and E-Resources at the University of Nebraska–Lincoln 
Libraries.  Whilst this book is aimed mostly at library metadata creators, it could also 
apply to any information professionals who may create resource descriptions in their 
work, and also be of interest to library and archive students. Because of this, the book 
feels like a great introduction to the subject for someone new to EDI in metadata.  The 
handbook aims to help readers gain awareness of EDI related issues and learn new 
techniques to review both existing metadata and improve metadata for diverse ranges 
of resources going forward.

A point put across in this book multiple times that I really valued was that, while the 
initialism of DEI in metadata is relatively new, the goals of it, or in libraries in general, 
are grounded in historical origins. Looking at DEI in metadata aims to “enhanc[e] 
diverse representation in descriptive metadata; improv[e] discovery of diverse 
resources; and mitigat[e] negative effects of inaccurate, outdated, or offensive 
terminology” (p. 1). Alongside contemporary practice, the handbook gives multiple 
examples of historical approaches to presenting a diverse range of resources in the 
library from up to a hundred years ago. Knowing that this work has always been 
important for some cataloguers really gives it a historical grounding, which counters 
any ideas that EDI is just ‘another trend’ in the library world.

The first chapter covers inclusive description in free-text fields when cataloguing. It 
prompts the metadata creator to think about how and when you should refer to 
identity, looking at relevancy, users’ needs, accuracy and respect, four considerations 
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which are listed multiple times through the book. The chapter helpfully looks at 
different aspects of identity such as ability, class, gender and sexuality, race and 
ethnicity, and religion. It gives useful and up-to-date pointers on what language may 
be harmful or outdated for different communities and what language to use instead. 
One main piece of advice is to not assume someone’s identity based on images or 
names, this falling under their point about accuracy; for example, to not list someone’s 
race or gender unless you are sure that is an identity they publicly hold.  This chapter 
also gives examples of how different library collections have used content warnings in 
the form of harmful language statements to alert users of outdated or harmful 
language that may be in the collection, either in older library material or the library 
records themselves.

The second chapter looks at name authorities and how to use them ethically. It gives 
examples of where authors have used pseudonyms and anonymously authored texts. 
It also discuses married women’s names and transgender creators where they do not 
wish to have their deadname (previous name) known publicly. A main point it adds is, 
where the author is still living, if there is uncertainty about a name, to try to contact 
them if possible. This chapter also gives useful examples of how to transcribe names 
written in non-Latin script.

The third chapter of the book focuses on descriptions of people and groups, 
including creators and contributors, audiences, depicted people, and others. As in 
previous chapters, it speaks about accuracy but also respect and privacy; it explains 
the importance of respecting a person’s request that information about them be 
removed from a library record and how to approach that. This chapter also discusses 
Library of Congress Subject Headings (LCSH) being problematic for not accounting for 
all possible groups. For example, it has many instances of markedness, where 
linguistically it marks something as other with language, like ‘doctors’ versus ‘women 
doctors’. The authors of the handbook suggest a range of approaches to counter this, 
such as making full use of the Library of Congress Demographic Group Terms (LCDGT) 
and employing other controlled vocabularies such as Homosaurus, FAST and ERIC. The 
chapter gives examples of how one could use these. Whilst a lot of the book is based 
on MARC, it also gives examples of how to do so in BIBFRAME and the CIDOC 
Conceptual Reference Model.

Chapter four discusses classification and the biases that can be embedded within 
classification systems such as the Library of Congress Classification (LCC) or Dewey 
Decimal Classification. I really valued how the authors look at both working within DDC 
and LCC and also working with alternative classification systems. The chapter gives 
examples of how librarians in the past have created new classification systems that 
work better for their collection and their users, and also gives practical questions to 
ask yourself when looking into implementing a new classification scheme. This could 
be especially useful for librarians with small or specialist collections.
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The fifth chapter explores DEI with regards to subject headings and how to improve 
the inclusivity of subject metadata. Similar to chapter three, it explores how to work 
within LCSH but also additional vocabularies you could use and how to implement 
them with helpful questions to ask yourself. It gives a helpful starting point for how to 
go about proposing a new LCSH heading through the Subject Authority Cooperative 
Program (SACO). It gives a timeline and an example of the high-profile case spanning 
2013-2021 regarding the subject heading ‘illegal aliens’ and eventually getting this 
replaced. This chapter also includes a case study from the authors of the book, at Iowa 
State University itself, where they worked with Iowa Indigenous peoples to create 
vocabularies for Indigenous people that use terms used by the communities.

The last chapter looks at accessibility as it relates to metadata. It points out the 
importance of making note of accessibility features of physical library materials, 
despite it often being more common for digital materials. This would include adding 
accessibility content (341 in MARC) and accessibility notes (532) such as information 
about captions, audio descriptions, braille and more. The chapter also gives a 
substantial list of best practices and dos and don’ts for non-physical resources 
including alt text, extended descriptions, audio descriptions, captions, and transcripts 
for both MARC and Dublin Core. The chapter concludes with a powerful remark about 
the importance of making use of these features: “Besides improving accessibility, a 
meticulous approach to metadata serves as a powerful tool to promote inclusivity and 
foster an equitable and just information environment for diverse communities” (p.84).

The book opens with a quote from the Cataloguing Ethics Steering Committee’s 
Cataloguing Code of Ethics that establishes the crucial role of cataloguers in deciding 
how information is represented, and ultimately I think that this book does well to show 
how we can all make considerations in our metadata work to improve representation 
and discovery of a diverse range of materials for our library users. Whilst a lot of the 
content in here may not be brand new information for anyone with some awareness 
of EDI in metadata, the handbook feels like a useful guide in that it has synthesised a 
lot of knowledge on the topic into a digestible, quick-to-read book with excellent 
starting points for anyone looking into making these changes in their library. Each 
chapter is full of citations, practical examples, case studies and concludes with a list of 
resources for further reading, and for this reason I think it would be a great addition 
to any metadata or cataloguing team’s set of tools.
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This book by Ed Jones is your key to demystifying that trifecta of complicated 
cataloguing scenarios – Official RDA, serials, and MARC21. An updated version of his 
original book, RDA and Serials Cataloguing, first published in 2013, this second edition 
covers all the exciting developments in the cataloguing world over the past decade.

Serials are fascinating items to describe – they change and shift over the course of 
time, but still maintain their identity. They’re seen as “difficult” to describe, and are 
treated with trepidation. I have been involved in serials cataloguing for over thirty 
years, and I found myself relaxing into this book, knowing that it was easy to read, full 
of practical advice, and not afraid to shy away from complicated scenarios and 
examples. As the author says:

“RDA and Serials Cataloging is designed to be used by serials catalogers 
who are new to RDA and by monograph catalogers who are new to serials 
cataloging”

The first part is split into three chapters, tackling an overview of serials, an 
introduction to RDA, and searching serials. There was a lot on the history of serials and 
their description, which I found absolutely riveting, starting off with that question 
asked of all those involved in serials – “What is a serial?” There is no definitive answer 
(as I have heard before, everything is a serial), but:

“… a serial is like a good work of art: you may not be able to say what a 
serial is, but you know one when you see one.”

Setting the ground work of how serials behave is a good introduction to their 
description, and this book covers print, electronic, continuing and integrating 
resources, both scholarly and popular, and everything in between. The history of 
serials cataloguing is something that is worth a read, and Ed Jones gives a succinct 
description, and then treats the development of RDA in the same way. 
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The second part of the book is entitled “Cataloging Serials and Ongoing Integrating 
Resources Using RDA”. And it really is very thorough! Most of this part is about 
cataloguing in MARC21, the carrier standard still used by the vast majority of libraries. 
So, we have a combination of how to treat a serial in both RDA and MARC21, covering 
content and carrier. Examples are plentiful and comprehensive, and so many variables 
are covered. If you don’t have access to the RDA Toolkit, this book is a good manual to 
use in its place (with the caveat that the RDA Toolkit will be constantly updated, and 
this defined book will not – well, not until the next edition, at any rate). I liked the 
approach of thinking about how to tackle a serial before you start filling in your serials 
bibliographic record – there is discussion around major and minor title changes, a 
breakdown of the 007 and 008 fields in MARC21 (Physical Description Fixed Field, and 
Fixed Length Data Elements, respectively), when to create a new record… all the points 
that can look rather intimidating to anyone new to serials cataloguing. There are some 
useful points throughout marking the difference between AACR2, ISBD and RDA, 
which are useful for those who are coming new to RDA, but have catalogued in AACR2. 
For example (about editions):

“Prescribed punctuation:
AACR2: Edition area ends with a single period /stop.
ISBD (revised): Edition area ends with two periods /stops whenever the 
last element in the area ends in a period /stop (e.g., an abbreviation).
RDA: Does not prescribe punctuation.”

“RDA and Serials Cataloging” starts off gently with print serials, but then does move 
into the heavy hitting world of online serials, born digital, version control, integrating 
resources, different formats (print and electronic, and even microform), and shows 
with full record examples ways of dealing with these. Reading the theory is one thing, 
but backing it up with solid examples helps massively when it comes to cataloguing 
serials, or, as RDA calls them, diachronic works.

There is also discussion about carrier standards other than MARC21, such as 
BIBFRAME. RDA was always meant to be a standard used more widely than purely in 
the library world, and other forms of data description will affect how we describe items 
in other ways. Linked Data, mapping between different vocabularies and standards – 
all of these are referenced as something to explore and look forward to. As the author 
says:

[The future] “holds both great promise and novel challenges, and libraries 
can expect to be in the thick of it. A brave new world indeed.”

To conclude, this volume should be a valued addition to any cataloguing bookshelf. 
It describes how to handle serials cataloguing in a way that is easy to read and makes 
sense. Serials should not be shrouded in mystery, and “RDA and Serials Cataloging” is a 
very useful tool to combat any anxiety associated with serials cataloguing.
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An important aspect of cataloguing notated or performed music resources is that 
subject analysis requires a description of what the resource is as opposed to what it is 
about; cataloguers must record the genre or form of the work(s), the instruments used 
or required and their number. Such information can usually be expressed via LCSH, yet 
music cataloguers have for many years sought to record this information separately in 
a more machine-readable way: since at least the 1980s the coded fields 045, 047, and 
048 have been used by some libraries1. This effort has been given renewed impetus by 
the development, begun in 2009, of more comprehensive thesauri for music: the 
Library of Congress Medium of Performance Thesaurus for Music (LCMPT) and musical 
elements of the Library of Congress Genre/Form Terms for Library and Archival Materials
(LCGFT). In this context, there is a clear need for a cataloguing manual to advise on the 
application of these fields. Casey Mullin is well-qualified to write such a manual – he 
was involved in the development of LCMPT and LCGFT – and with this slim volume he 
fills the need well. 

As well as explaining how to describe medium of performance (LCMPT in MARC 382) 
and genre/form (LCGFT in 655 and 380), Mullin also explains how to record 
chronological information (046 and 388), geographic information (370) and 
demographic characteristics of audience and contributors (Library of Congress 
Demographic Group Terms in 385 and 386). This approach is more comprehensive and 
allows for describing greater complexity than the encoded data that was once used 
(e.g., in 008, 045, 047, and 048), and it renders such data redundant. But the new 
vocabularies are also intended as a means “to overcome the limitations and drawbacks 
of LCSH” (p. 26), and their developers “have envisioned a future where LCSH practices 
… that are duplicative of these faceted terms will eventually be phased out” (p. 27), 
though for the time being, best practice is for cataloguers to use both the new terms 
and LCSH.
1  The Library of Congress ceased using these fields in 1991, but their use persisted in some libraries 
(Holden et al., 2019, pp. 597-598).
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The main body of the book, chapters 2 to 5, serves as a manual for the application of 
these vocabularies. A reader not already familiar with music cataloguing will need to 
use this book in conjunction with more general works (p.4), and all readers will need to 
consult the thesauri directly and have knowledge of existing guidance2, but this book 
should help both experienced and new music cataloguers begin using the 
vocabularies. The writing is clear and concise, both when issuing authoritative 
guidance and when acknowledging the need for cataloguer judgement, e.g., “When 
performers play multiple instruments, use 382 subfield $d to indicate this doubling 
relationship. Input a numeral in subfield $n after each subfield $a and $d” (p. 34), and 
“Use judgement in determining how many instruments are feasible to record” (p. 35). 
His advice (on p. 44) about determining how to code the indicators in a particularly 
tricky case might benefit cataloguers in many other contexts; it is simply: “Do not 
agonize.”

As you would expect from a cataloguing manual, there is barely a page that does not 
include at least one example illustrating the points made. As well as the field under 
discussion, the examples typically include the 245 and 650 fields. Many sections have 
a subheading LSCH comparison, which serves to guide the user in adding LCSH 
alongside faceted fields; cumulatively, these short paragraphs also illustrate the 
limitations of LCSH as compared to the new vocabularies. Another recurring heading 
is the Retrospective implementation note. This section references what “an automated 
program” (passim) might generate and highlights what further action cataloguers 
would need to take to remediate the automated work. Despite the generic phrasing, 
these sections are surely written with the OCLC Music Toolkit in mind. Cataloguers 
working outside OCLC, and within technological limitations, might have to work with a 
retrospective tool that produces very different results, and thus they would not be able 
to use these sections as they are intended. However, their inclusion does at least 
emphasise to cataloguers the possibility of retrospective conversion, and if it prompts 
someone to press their systems team for a program, then it will have served a 
purpose. 

Another useful recurring feature is the ‘extracts’ from the thesauri, such as the listing 
of instrument category terms (pp. 37-38). What Mullin has done here is extract all the 
category terms (i.e., not terms for specific instruments) for instruments from the 
thesaurus and arrange them hierarchically (as opposed to the alphabetic arrangement 
in LCMPT), e.g., aerophone > wind instrument > brass instrument. Therefore this 
‘extract’ does not replicate what a cataloguer would find in the thesaurus, but presents 
a new arrangement of the thesaurus, one that is useful for the specific context and 
that aids a deeper understanding of the thesaurus’ structure.

Chapters 2-4 discuss the application of the new vocabularies by the type of music 
being described, respectively: instrumental music (in the western art music tradition); 
vocal music (in the western art music tradition); popular and folk/traditional music. 

2 See, for example (all freely available online), Library of Congress (2022), Music Library Association 
(2023), and Music Library Association (2024).
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Duplication of content is reduced by references to earlier chapters. This is sensible, but 
it might inconvenience someone using the book as a reference resource. Chapter 5 
explains how to describe the content type of musical resources, and so naturally 
addresses them according to this feature, with sections on scores, audio recordings, 
and video recordings.

In the final two chapters, co-written by Kevin Kishimoto, the book departs from its 
cataloguing manual format and offers instead brief introductions to related topics. 
Chapter 6 introduces non-MARC metadata and describes how the vocabularies might 
be applied in BIBFRAME. Chapter 7 describes how the new vocabularies might be 
leveraged in a discovery environment and includes some suggestions that can be 
applied now (in some environments) and some that should be possible in the future. 
As in the earlier chapters, examples abound, but I wonder if they are so useful here. 
Does the reader really need three examples, about two and a half pages of an 11-page 
chapter, of Alma discovery normalisation rules when they are all freely available 
online? Similarly, Chapter 6 includes 18 examples of BIBFRAME data in N-Triple or 
Turtle serialisation. A cataloguer working in BIBFRAME need not encounter these 
formats, and while I can see how some exposure to them could aid understanding, for 
the examples to comprise almost a third of the chapter seems excessive. This is a 
minor quibble, but such use of space is particularly noticeable in a book whose main 
text runs to just 141 pages. However, it is certainly important that cataloguers have at 
least a basic understanding of the topics covered in these two chapters, and Mullin and 
Kishimoto do a sound job of giving a brief – self-consciously so (pp. 119, 131) – 
introduction to the topics.

The book is generally well produced. The binding seems secure, but it is loose 
enough to allow the pages to remain open when the book is put down, a feature not 
to be under-estimated in a reference work! But the book would have been easier to use 
for reference if the running headers had indicated what vocabulary was under 
discussion on each page. I think there are misprints in the examples on pages 61 and 
123, but neither would cause confusion.

I came to this book with an interest in faceted description and discovery, but no 
knowledge of the vocabularies developed for music resources and little experience of 
cataloguing music. It is difficult for me to say, therefore, whether cataloguers who 
have already been using the new vocabularies (and perhaps those working in libraries 
that have prepared substantial internal documentation on them) would benefit from 
this book. But no doubt the primary intended audience for this book is cataloguers 
coming to the topic with little or no prior understanding of it, and I would not hesitate 
to recommend it to that group.
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